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Figure 1: Snapshots from the campus tour video with attention guidance methods applied. The AU cues used (highlighted in 
yellow boxes) were a) pointing only, c) pointing then looking back, and e) looking and pointing at the same time. Another 
method “Pointing Arrow” (red arrows pointing to the targets), being compared in this study, are shown in b), d) and f), with 
the scenes matching to a), c), and e), respectively. 

ABSTRACT 
The popularity of 360-degree video storytelling has been increasing. 
However, efectively guiding viewer’s attention remains challeng-
ing. In this paper, we propose the notion of Action Units (AU) 
as a guidance method. It aims to improve the user experience of 
360-degree video for seated viewers with swivel chairs, as we call 
“Swivel-chair VR”. We frst conducted a pilot study with four subject-
matter experts to verify the practicality of AU. We then conducted 
a formal user study to compare the AU with two commonly used 
attention guidance techniques, namely “Pointing Arrow” (PA) and 
“Angular Shift” (AS), as well as the baseline without any guidance 
(BK). We applied them to a virtual tour and measured their efects 
on engagement, enjoyment, memory, viewers behaviors, and cy-
bersickness. The results indicated that AU is an efective guidance 
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as it increased the levels of engagement and enjoyment, reduced 
the level of cybersickness and helped users focus on target faster. 
Users also preferred AU for its diegetic aspects. 
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1 INTRODUCTION 
In recent years, 360-degree videos have become a popular way for 
people to experience Virtual Reality (VR) since both the VR headsets 
and consumer-level 360-degree cameras are widely available [4]. 
Diferent from conventional video, viewers watch 360-degree videos 
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with VR headsets, using free head rotation to decide where to look. 
This intrinsic property of 360-degree video hinders satisfactory 
user experience and leads to a “narrative paradox” [1]. It describes 
a confict between the authorial control, which is a pre-determined 
nature of a narrative, and the freedom of interaction and partici-
pation of a user in an immersive environment, such as VR [41]. It 
is also the cause of missing important elements on the user’s end, 
known as the “Fear of Missing Out (FOMO)” problem [29], yielding 
weak narrative comprehension and low emotional engagement. 

To improve the user experience, several attempts have been 
made by modifying the flmmaking grammar of viewpoints, shots, 
and scene cuts [30, 38]. However, flmmaking grammars are mostly 
defned by the camera frame and camera movement, which are 
not available in VR content. Viewers reported frequent loss of 
tracking of the key object in the scene, leading to failure of story 
comprehension [35]. Others tried importing navigation aids from 
video games, such as lighting changes [6], arrows [33], and scene 
shifting [19, 26], to direct viewer attention towards Regions of 
Interest (ROIs) without taking away free agency of exploration. But 
researchers also noticed that these navigation aids required post-
processing or changes to the video content, potentially breaking 
the viewer’s feeling of presence, and so were less preferred for VR 
use [26]. 

In this research, we propose Action Units (AU) as a new method 
of viewer attention guidance, in the form of a set of directorial 
cues used by 360-degree video content creators when telling im-
mersive stories. The AU aims to address the narrative paradox and 
FOMO issues, and also remove the requirement of post-processing 
work usually posed by other attention-guidance techniques. The 
AU makes use of the social cues from the storyteller as guidance 
cues, including head, arm, and eye movements during the narrative, 
instead of artifcial add-ons. They are depicted in Figure 1 a), c) and 
e). Before conducting a formal study, we asked four Subject-Matter 
Experts (SMEs) (a botanist, a polar photographer, a glaciologist 
and a volcanologist) to use our AU approach in their 360-degree 
documentary video production. Based on our fndings from the 
pilot study, we then conducted a formal user study to compare the 
efects of AU with two commonly-used guidance techniques, which 
are “Pointing Arrow” (PA) and “Angular Shift” (AS), in terms of 
their efects on engagement, enjoyment, memory, viewer behavior 
for searching and attention, and cybersickness. We discovered that 
the AU is an efective attention guidance technique for 360-degree 
video storytelling. 

2 RELATED WORK 
We reviewed relevant work on 360-degree video production, 360-
degree video frst-person experience design, and attention guidance 
techniques for 360-degree videos. 

2.1 Film on a Flat Screen vs. 360-degree Video 
Immersive storytelling using 360-degree videos, also known as 
Cinematic Virtual Reality (CVR), is an experience where the viewers 
immerse themselves in a panorama setting with the content, instead 
of staring at a rectangular screen in front of them [30]. In the 
early stage, researchers started looking for the proper methods of 
storytelling using CVR by comparing it with the traditional flms. 

In flms for fat screens, directors rely on a series of cinematic 
techniques to guide the audience’s attention, invoke curiosity and 
suspension of disbelief, deliver expressive content, and in total, 
efectively tell a story [11, 12]. Among the main techniques, the 
“mise-en-scene” and “cinematography” are two that occur in the 
production phase [7]. Moving from a 2D fat video to a 360-degree 
video, the frst obvious change is the Point of View (POV). When 
watching a 360-degree video, the viewer sits in the center of the 
scene, instead of looking at a rectangular fat screen. Syrett et 
al. [38] stated that with this new POV the viewer becomes the 
narrator since she can choose what to see and what to understand. 
The change of the camera system also contributes to this POV 
shift. In the “updated cinematography language and edits” for 360-
degree video production from Chang [9], they pointed out that 
a 360-degree camera has a fxed focal length (no zooming) and 
several wide-angle lenses to cover the entire scene (no panning), 
thus commonly used cinematic terms such as “Pull-in” to focus 
onto an object or “Pan” to reveal an object outside the frame space 
are no longer available. Mateer [30] also introduced the “Theory 
of Transportation” aimed to assist those CVR content creators to 
be more certain of incorporating efective storytelling within this 
new medium. However, due to the change of audience POV when 
watching, the specialty of 360-degree camera features, and the 
disappearance of the “screen frame”, many of the grammar elements, 
such as various shots, moving the camera, or time-compression 
editing, are not applicable in CVR content [13]. The change of the 
user’s role in the narrative and the intrinsic characteristics of the 
360-degree video itself were also not thoughtfully considered in 
those works. 

Unlike the absolute authorial control in traditional flmmaking, 
researchers also used various cues to direct user attention to ROIs, 
while maintaining user’s freedom of exploring the scene. Elements 
from video games including virtual arrows [8, 16, 18, 33], signs, 
markers [42], and audio [31, 32] were imported into the scene as 
the cues to direct viewer attention to the expected ROIs. However 
drawbacks have also been observed. Nielsen et al. [31] pointed out 
when a cue was applied, such as an arrow, it presented in the scene 
as a non-diegetic object. It led to a reduction of presence since the 
viewer was constantly looking at an item that was not contextually 
related to the environment. Lin et al. [26] used scene rotation as 
the cue to avoid non-diegetic intrusion. They rotated the rendered 
scene in real time to directly bring the viewer to the orientation 
of the ROI. However the level of cybersickness spiked when the 
scene rotated. Besides, production-wise those cues are all applied 
in the studio after the content is captured. Using these approaches 
therefore requires a large investment of time, resources, and skills 
in sophisticated post-production software. 

2.2 Theatre and Attention Guidance in 
360-degree Videos 

Diferent from cinema or video games, theatre is not pre-recorded, 
but rather a real time performance, which runs a play without break-
ing chronological sequence [2]. Thus methods from flmmaking, 
such as cuts and camera movements, are no longer available. Play 
writers and directors in theatres instead implement new techniques 
to draw audiences’ attention to the key elements [12]. In common 
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Figure 2: Examples of the shot types for 360-degree videos 
developed by Lindeman [27]. They are a) “Look There Shot”, 
a hand and head gesture where the presenter points and 
looks out at a distant point of interest, then looks back at 
the camera; b) “Come Along Shot”, A camera movement that 
seems to beckon the viewer to move along with the presen-
ter at a measured pace; c) “Look Here Shot”, A camera move-
ment that brings the camera towards a very close, immov-
able ROI. All those images are screenshots of 360-degree 
videos from the viewer’s POV. 

practices, the audience’s attention is usually controlled with light-
ing, stage setup, sound cues, and exaggerated movements [28]. On 
the other hand, the actor’s body language, such as the opened body 
position, the long-lasting orientation towards the audiences, and 
more exaggerated body movements and gestures, become the key 
component [5]. 

Lighting control was frst migrated from theatre stages into vir-
tual scenes as an attention guidance technique, such as [3, 6, 14], but 
they still require post processing work. Several others have looked 
into combining attention guidance into the production stage, rather 
than post-processing. One of the early trials was the experiment 
conducted by Brown et al. [36], in which they scripted the actions 
of human actors in front of a 360-degree camera, asking them to 
use certain actions and sounds to make the viewer aware of spe-
cifc events happening in the scene. Lindeman [27] also worked on 
providing a “shots reference” for 360-degree video capturing, by 
looking into both body languages used in stage performance and 
the traditional flmmaking grammar. He borrowed the concept of 
“lexicon of shot types” from the flmmaking industry and developed 
a series of “shot types” for 360-degree video production by combin-
ing several common social communication gestures, and camera 
movements together. In Figure 2, several examples of “shot types” 
are shown. 

3 ACTION UNITS 
The work of [27, 36] indicated that the application of social com-
munication cues as attention guidance in 360-degree videos can 
be efective and at the same time avoid post processing. Cues like 
those have also been intensively utilized theatre stages [28]. In this 
paper, we propose the Action Units (AU) as a directorial method 
and an attention guidance technique a storyteller can adopt for on-
site use. Compared to the other guidance techniques which require 

post-processing work, the AU can be implemented at the same time 
when the 360-degree videos are being captured. 

We started the development of AU using the similarities between 
the storyteller-viewer relationship in 360-degree videos, and the 
face-to-face conversations in the real world. In a typical conver-
sation, people use social cues to attract attention or convey inten-
tions [23]. Tomasello et al. [40] stated that for mutual understanding, 
a direct speech was necessary as the communicative context. Ac-
companying speech, non-verbal cues including facial features and 
gestures were frequently utilized to convey extra information like 
intentions and changes of foci [10, 17]. By comparing flms with 
real life conversations, Kappelhof and Müller [20] pointed out that 
expressive movements, such as gestures can trigger the same kind 
of felt experience in the spectator, in a cinematic experience, as 
those come in real world. This happens as the viewer goes into a 
perceptual sensation of another ego, which is physically-sensually 
embedded in the delivered content. Similarly, when watching 360-
degree videos, the viewer enters a temporary egocentric position 
where being addressed by the storyteller in a (virtually) face-to-face 
manner, we believe that social cues can trigger the same efects as 
in real life communications, and work as attention guidance cues. 
Ravenet et al. [34] also stated that people use recurring patterns, e.g. 
gestures, to map conceptual metaphors from an entity to another. 
It means that an efective attention guidance technique will not 
only need to be diegetic to the content or the scene of the video 
itself but also formed as prefabricated units, thus their meanings 
can be widely acknowledged and used by storytellers and viewers, 
for both notability and comprehensibility. 

We then created the AU from three frequently used non-verbal 
units of social cues [15]. Among them, arm and head movements 
are used to emphasize objects, eye contact is used for establishing 
social acknowledgment and to increase the level of co-presence [21]. 
Therefore, we composed three AUs for 360-degree video production 
based on these non-verbal cues (Examples are shown in Figure 4). 
They are: 

• AU01: Conversation - the storyteller keeps eye contact with 
the viewer; 

• AU02: Pointing - the storyteller points at an ROI when talk-
ing; 

• AU03: Looking - the storyteller turns her head and looks at 
the ROI explicitly 

In 360-degree video production, the storyteller can then choose 
which AU to use according to the content and the narrative she 
wants to deliver. The AU serves as call-to-action points, so when key 
elements appear, the storyteller will be assured that her viewers will 
follow and will have an engaging viewing experience. When one is 
wearing a VR headset and watching a 360-degree video of an SME 
giving a narration, a person will have the immersive experience of 
“being there”, as if she is standing beside the expert, looking and 
listening. Thus, the expert in front of the 360-degree camera can 
use AU when delivering the narrative to direct her to focus on the 
ROIs in the scene, as if she is having a face to face conversation 
with the expert. 

47



OzCHI ’20, December 2–4, 2020, Sydney, NSW, Australia Lingwei Tong, Sungchul Jung, Richard C. Li, Robert W. Lindeman, and Holger Regenbrecht 

Figure 3: Swivel-chair VR: A viewer wearing a HMD, watch-
ing a 360-degree video while sitting in a swivel chair. When 
seated, he can turn his head and the chair to look around 
comfortably. 

4 METHODS 

4.1 Swivel-chair VR 
With the AU composed, we frst explored the preferred user sce-
nario for 360-degree videos, especially the ones where in the content 
storytellers are giving a presentation about a certain topic or object. 
In traditional flmmaking, the directors assume a passive viewer 
sitting in a chair looking straight ahead [7]. Similarly, we put for-
ward the idea of Swivel-chair VR to specify the preferred way to 
consume 360-degree video content. Swivel-chair VR describes a 
scenario where the viewer watches a 360-degree video while sitting 
in a swivel chair, wearing a VR headset, as shown in Figure 3. By 
sitting on a swivel chair, the viewer can rotate around 360 degrees 
by turning the body together with the chair. It is more comfort-
able than only turning with one’s neck since the viewer will have 
trouble looking directly backward, which can lead to muscle strain. 
The swivel chair also serves as a cue to imply the afordance of 
rotation, and an anchor point to physically ensure that the viewer is 
not moving around. The anchored position 1) matches the capture 
point of the camera while in production, providing a better immer-
sive experience as the viewer feels like her body posture matches 
the visual perception within the virtual environment, and 2) gives 
the viewer more confdence in her safety in the real world, as the 
viewer is less likely to tip over or bump into obstacles. Cabling has 
to be managed though, e.g. with the help of an operator. 

4.2 The Pilot Study - AU Field Tests 
In a pilot study, we asked four SMEs to apply the AU when captur-
ing their scientifc activities as virtual feld trips using 360-degree 
cameras. We frst trained the experts with the AU by explaining 
how to use them and what scenarios were suitable for each AU. 
We also helped them compose their shooting plans according to 
the locations and intended content. As with traditional flmmaking, 
storytellers need be able to convey their ideas about what they 
expect for a given shot or shot sequence. In those feld trips the AU 
was used as anchor points for the experts to formulate shooting 
plans. This allowed us to collaboratively get a better understanding 
of the video itself. 

We extracted multiple snapshots from the 360-degree videos 
produced by the SMEs and highlighted where an AU was used, 

Figure 4: Examples of experts using AUs (marked with yel-
low rectangles) from virtual feld trips recorded as 360-
degree videos. In the top row the expert used mainly AU02 
and AU03. In the bottom row the expert used all three AUs 
under diferent scenarios, which are all shown in the pic-
tures. 

to demonstrate how it served the purpose of bringing efective 
storytelling to the 360-degree video. The snapshots are shown in 
Figure 4. The AUs are highlighted in the shots with bright yellow 
rectangles (the rectangles were for demonstration purposes only, 
and were not visible in the actual 360 video). 

In one case, the glaciologist captured 360-degree videos when 
traveling with a group to Antarctica on a research mission. Sample 
video snapshots in the top row of Figure 4 show the camera was 
stationary among a group of people, mimicking the viewer just 
being one of them. The expert used both AU02 and AU03 when 
he was introducing both the mountains at a far distance and the 
crevices under the snow nearby. It helped the viewer to locate and 
identify the ROIs that were being mentioned and to keep up with 
the narrative. In another case, the volcanologist took a 360-degree 
camera on a solo feld trip to capture presentation materials for his 
geology class. He extensively used all the AUs in his captures, as 
shown in the bottom row of Figure 4. In the frst two snapshots, the 
expert applied both AU02 and AU03, for the lava features on the 
mountain at a far distance, and rocks nearby. The AU worked as 
visual guides to aid the viewers to shift focus from the expert to the 
ROIs, and then back to the expert himself. In the third snapshot, he 
used AU01 to deliver a speech, giving the viewer the feeling they 
were standing by the stream with him and listening to the talk at 
the same time. 

In the interviews with SMEs they indicated that the AU notation 
was easy to implement and requires no extra burden of technical 
skills. We also brought the videos to their classrooms and asked 
their students to watch those virtual feld trip videos with the 
Swivel-chair VR setup. The students anecdotally commented that 
they were having strong feelings of presence and better memory 
of the narrative presented, compared to traditional 2D videos. The 
pilot study demonstrated the usefulness and practicality of using 
AU in actual productions, from the perspective of SMEs as content 
creators, as well as its positive efects on attention guidance and 
reducing the FOMO issue. 

4.3 Experimental Design 
Based on the fnding from the pilot study, we decided to move 
further to discover if the AU could be as efective as the commonly 

48



Action Units: Exploring the Use of Directorial Cues for Efective Storytelling with Swivel-chair Virtual Reality OzCHI ’20, December 2–4, 2020, Sydney, NSW, Australia 

used post-processing methods or even outperform them, from the 
perspective of viewers’ experience. 

We conducted a within-subjects experiment to compare AU per-
formance with two other attention-guidance techniques, “Pointing 
Arrow” (PA) and “Angular Shift” (AS), as well as the baseline with-
out any guidance (BK) [19, 33]. Based on the series of 360-degree 
videos of a campus tour as our experiment environment, we imple-
mented diferent guidance styles on the videos as the independent 
variable (type of attention guidance) with three levels (AU, PA, AS). 
Each participant experienced all the types of guidance. In the study, 
we measured their efects on user behaviors (the time took to locate 
an ROI and the time of attention on that ROI), recall rate, and sub-
jective feelings (levels of engagement and enjoyment). We explored 
whether the AU would out-perform PA and AS to 1) increase levels 
of engagement and enjoyment, 2) afect the recall rates, 3) reduce 
the search time and increase the attention time on an ROI, and 4) 
reduce cybersickness, when applied to 360-degree videos. 

4.4 Hypotheses 
We proposed four hypotheses based on comparing AU with guid-
ance techniques used by other researchers in their experiments. In 
the experiment conducted by Nielsen et al. [31], they pointed out 
that the synthesized non-diegetic cue reduced the viewer’s percep-
tion of presence. Since the AU was embedded within the content 
during the production stage and was performed by the storytellers 
themselves, they were considered diegetic, thus would impede less 
on the viewer’s feeling of presence, so as the level of engagement 
and enjoyment. Regarding the recall rates, Li et al. [24] observed the 
use of VR in learning cannot positively contribute to the learning 
efectiveness measured through a memory test when the students 
experienced a higher level of enjoyment comparing to the use of 
conventional learning materials. Thus we propose the following 
two hypotheses: 

• H1: A viewer will feel a higher level of engagement and 
enjoyment when watching a 360-degree video shot using 
AU, compared to PA and AS. 

• H2: Compared to BK, A viewer’s recall rate will be lower 
when AU, PA or AS is used in the video.. 

When testing a variety of guidance techniques with 360-degree 
videos, both Speicher et al. [37] and Lin et al. [26] stated that meth-
ods like the AS will introduce cybersickness and disorientation. 
In [37] the researchers also pointed out the accuracy of locating 
an expected item in the scene was higher when using a human 
actor as a guidance cue than using an added object. Those indicated 
that AS will deteriorate the viewer’s performance on searching 
and locating as it will introduce cybersickness. Also, the PA used 
an add-on as the cue, while AU used human actors. Thus we also 
propose another two hypotheses as following: 

• H3: AU will reduce the Time-to-Search for ROIs and will 
extend the time a viewer stays on ROIs, compared to PA and 
AS. 

• H4: AU will reduce a viewer’s level of cybersickness when 
watching a 360-degree video, compared to PA and AS. 

4.5 Measurements 
In this study, we measured the levels of engagement and enjoyment 
by the Questionnaire of Engagement Enjoyment and Immersion 
(E2IQ) [25]. We divided the E2IQ into two parts (E1 and E2) where 
the E1 measured the level of engagement and E2 measured the level 
of enjoyment. The participants chose from a series of 5-point Likert 
scale options. The choices were summarized and converted into two 
numeric values both between -1 and 1 (-1 = not engaged/enjoyable 
at all, 1 = very engaging/enjoyable). The memory efects were 
evaluated by recall tasks that asked subjects to identify objects 
which were both visible and mentioned by the tour guide (but 
not described in details) in the videos. We measured the ease of 
search with the Time-to-Search (TTS) counted from when the tour 
guide explicitly mentioned the ROI to the point when the viewer 
located the ROI, i.e. it crossed the 29.2 degrees threshold (half of 
the single eye FOV of the Head Mounted Display (HMD), which 
regard to be the peripheral limit [39]) from the outside of her feld 
of view (FOV). The level of attention was measured with the Time-
on-Target (TOT) counted from when a participant located the ROI 
until it left her FOV (ROI crossed the 29.2 degrees threshold and 
moved out-of-view). Both TTS and TOT were recorded in real-time 
by a script running in the background. The levels of cybersickness 
were measured by the Simulator Sickness Questionnaire (SSQ) [22], 

4.6 Apparatus 
In this study, the video playback and attention guidance techniques 
were all implemented in Unity3D 2018.3.11f1. We used a computer 
running 64-bit Windows 10 Professional with a 3.2GHz i7 processor 
and a GeForce RTX 2080 graphics card, to implement the cues, 
record viewer behavior data, and ensure the smooth playback of 
the 5.7k videos. During the experiment, participants viewed the 
360-degree videos wearing an Oculus Rift S 1 HMD without using 
its controllers, as shown in Figure 3. 

4.7 Material 
Before the actual experiment, we captured eight 360-degree video 
clips of a campus tour with an Insta360 ONE X 360-degree cam-
era 2, at the resolution of 5.7k (5760 x 2880). The recordings were 
conducted at four pre-selected locations (1 and 3 were outdoors, 2 
and 4 were indoors). An actor played a tour guide. She introduced 
the places and described ROIs around, e.g., buildings, decorations 
and other unique objects. The ROIs in each clip were non-identical 
and none of them appeared more than once. We captured two takes 
at each location. The actor used AUs with the narration in the 
frst take (called “AU clips”), and she repeated the narration with 
neither head movements nor gestures in the second take (called 
“Blanks”). The Blanks were later augmented with PA and AS in a 
post-processing step and also used as the Baseline (BK). The camera 
was mounted on a tripod thus the viewpoint was fxed in each of 
the video clips. The distance of the actor to the camera was kept the 
same (2m) at each location so the viewer would feel similar space 
between themselves and the tour guide when watching. 

The eight clips were then processed using Adobe Premiere Pro to 
adjust the volume levels and narration pace to minimize diferences 
1https://www.oculus.com/rift-s
2https://www.insta360.com/product/insta360-onex 
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between the recordings. All the videos were trimmed to a length 
of approximately 90 seconds. The AU clips were ready for the 
experiment after this adjustment since they already had the cues 
embedded in the content. PA was implemented into the Blanks in 
Unity3D by adding an arrow fxed to the viewer’s FOV. The arrow 
stayed in front of the viewer’s FOV and rotated constantly to point 
itself towards the ROI being described by the tour guide at the 
moment, as shown in Figure 1 b), d) and f). AS was also added to 
the Blanks using Unity3D. The scenes were automatically rotated 
to shift the ROI to the front of the viewer when her head rotated 
towards the ROI past a certain threshold. We used the methods 
proposed by Tanaka et al. [39] as a reference when implementing 
this method. The rotation speed was set to 15 degrees/s to avoid 
rapid movement. The threshold was set to 50 degrees from the 
center of FOV, which is on its edge, for the HMD we used in our 
experiment. The shift took place when the ROI is outside of this 
threshold, and stopped once the ROI is within that threshold. The 
mechanism is also illustrated in Figure 5. 

Figure 5: An example of the AS method, illustrated in a top 
view of the viewer wearing a HMD and the scene around her. 
The head orientation is marked as a dashed line, the FOV is 
highlighted with the blue shade. a) The viewer is looking 
towards the front of the scene. Now the ROI is located to her 
left, out of her FOV and outside the 50 degrees threshold. So 
AS is taking place, shifting the ROI towards the front of the 
viewer; b) The AS has reached the threshold, then it stops. 
The ROI is now within the FOV; c) When ROI is within the 
FOV, although the viewer rotates her head, AS will not be 
activated, the scene is not rotating, unless the ROI again falls 
out of the threshold. 

4.8 Participants 
We recruited 24 participants (14 females) from the university. All 
were between 18 and 39 years old (M = 25.37, SD = 4.641). Six of 
them had never used VR headsets, eighteen of them reported had 
experienced VR , but limited to only a few times a year. Among 
those with limited experience, eleven of them had watched 360-
degree videos (reported as “seldom, only a few times”). None of the 
participants had extensive use of VR headsets, nor any previous 
experience of 360-degree video production. 

4.9 Procedures 
We compared four conditions (AU, PA, AS, and BK) in this exper-
iment by applying them to the captured 360-degree videos and 
having subjects watch them with VR headsets. The experiment was 
approved by the ethics committee of our University. 

Before the session started, each participant was presented with 
two examples of the recall tasks and received detailed instructions 

Table 1: The mean values of the results of Cybersickness, En-
gagement, Enjoyment, Recall rate, TTS, and TOT, for each 
condition. 

Measure BK AU PA AS 
Engagement 0.32 0.41 0.32 0.16 
Enjoyment 0.13 0.23 0.17 -0.04 
Recall Rate (%) 88.25 74.33 77.32 73.96 
TTS (s) 4.39 2.74 3.38 8.30 
TOT (s) 4.44 4.12 6.52 2.28 
Cybersickness 26.33 22.51 15.38 80.77 

on how to perform those tasks. A debrief about how to use the 
Oculus Rift S VR headset was also given to each participant. Then 
they sat in a swivel chair, put on the VR headset, and watched 
an intro video to get familiar with the technology and this form 
of medium, to remove the efects of novelty and anxiety, before 
starting watching the actual content. The intro video had neither a 
tour guide nor any attention guidance technique attached. 

After the intro video, each participant watched four content 
video clips of the “campus tour”. To keep the integrity of the story, 
every participant watched content video clips 1 to 4 in the same 
order, but with four conditions (AU, PA, AS, and a “no guidance” 
baseline) randomly assigned and counterbalanced with a Latin 
Square. At the end of each clip, we asked the participant to re-
move the headset, and immediately move on to complete a viewing 
experience questionnaire to measure cybersickness, engagement, 
enjoyment, then the recall tasks, while the experience and memory 
were still fresh. Then we gave them a one minute break before 
moving on to the next clip. Each participant watched a total of fve 
videos (1+4), answered four questionnaires, and completed four 
batches of recall tasks. After all video sessions, a short post-test 
interview was conducted to ask about the participants’ general 
feelings, feedback, the preference of the guidance techniques, and 
the reasons for these. The entire session took approximately 40 
minutes for each participant. 

5 RESULTS 
We analyzed the data from both the participants’ reported ques-
tionnaires and the logged time values from the Unity Engine by 
using one-way ANOVA tests (α < 0.05). Table 1 shows the mean 
values of SSQ scores, E2IQ scores for Engagement (E1) and Enjoy-
ment (E2), the recall rates, TTS, and TOT, for each condition. The 
most outstanding values of each measurement are highlighted in 
the table. The overall results are also summarized and plotted in 
Figure 6. 

5.1 Engagement and Enjoyment 
The levels of engagement were higher in the videos with AU or PA 
(AU: M = 0.41, SD = 0.222, PA: M = 0.32, SD = 0.260), compared to 
BK (M = 0.32, SD = 0.190). For videos with AS, the level was lower 
(AS: M = 0.16, SD = 0.455). The ANOVA test indicated that there 
were signifcant diferences among the conditions (F = 2.871; p = 
0.041). A Tukey’s HSD Post-hoc test indicated that AU performed 
signifcantly better than AS on level of engagement (p = 0.025). But 
there were no other statistical diferences found between AU and 
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Figure 6: Boxplots summarizing the results of levels of 
Engagement and Enjoyment, Recall Rates, viewer perfor-
mances of search and attention, and the level of discomfort 
of each condition, in terms of medians, interquartile ranges, 
minimum and maximum ratings. Top row, from left to right: 
Engagement, Enjoyment, and Recall rate. Bottom row: TTS, 
TOT, and SSQ. 

PA, PA and AS, or AU and BK. The results indicated that participants 
felt higher engagement with the narrative of the videos with AU, 
compared to those with AS. 

Participants also reported higher levels of enjoyment when 
watching the videos with AU and PA (AU: M = 0.2283, SD = 0.35, 
PA: M = 0.174, SD = 0.38), compared to BK (M = 0.12, SD = 0.39). 
But participants reported lower levels of enjoyment with AS (AS: 
M = −0.039, SD = 0.53). However, the ANOVA test did not reveal 
any statistically signifcant diferences in the level of enjoyment 
among the four conditions. 

5.2 Memory 
The recall rates were all lower than the baseline (M = 0.8825, SD = 
0.24), when an attention guidance was applied, whether it was 
AU (M = 0.74, SD = 0.380), PA (M = 0.77, SD = 0.308), or AS 
(M = 0.74, SD = 0.354). However, there was no signifcant difer-
ence among the recall task performance of those four conditions 
(F = 0.968;p = 0.411). We also did a Post-hoc comparison using 
the A Tukey’s HSD test. The results also indicated there were no 
signifcant diference pairwise in AU and BK (p = 0.455), AU and 
PA (p = 0.996), or AU and AS (p = 0.999). 

5.3 Search and Attention 
TTS results indicated that participants took less time to fnd the tar-
gets (A viewer turns her head to search for the ROI when mentioned 
by the storyteller) with AU and PA (AU: M = 2.74, SD = 1.260, PA: 
M = 3.38, SD = 1.115), compared to BK (M = 4.38, SD = 1.540). 
However, with AS, participants took longer to locate the targets 
(AS: M = 8.30, SD = 5.310). An ANOVA test (F = 17.992, p < 0.001) 

also indicated that there were signifcant diferences among the con-
ditions. A post-hoc test found participants performed signifcantly 
faster when searching for the targets with AU and PA compared to 
AS (p < 0.001 for both AU-AS, and PA-AS). But we did not see a 
signifcant diference between AU and PA. 

TOT results showed that participants stayed on the ROI longer 
with PA (PA: M = 6.515, SD = 3.18, BK: M = 4.43, SD = 1.77). 
However, both AU and AS shortened the average time participants 
stayed on a given ROI (AU: M = 4.117, SD = 1.268, AS: M = 
2.277, SD = 1.00), compared to BK. ANOVA also indicated there 
were signifcant diferences among the conditions (F = 17.754, p < 
0.001). The Post-hoc test also indicated PA performed signifcantly 
better than the other three conditions (PA-BK: p = 0.013, PA-AU: 
p < 0.001, PA-AS: p < 0.001). Also, there were signifcant difer-
ences between AU and AS (p = 0.013). 

5.4 Discomfort 
The levels of cybersickness of those videos with AU or PA were re-
duced, (AU: M = 22.5129, SD = 22.11, PA: M = 15.3808, SD = 
18.403), compared to BK (M = 26.3325, SD = 27.533), accord-
ing to the experimental results. For the videos with AS, the level 
of cybersickness was increased (M = 80.773, SD = 74.013). The 
ANOVA test showed signifcant diferences among their perfor-
mance (F = 12.344, p < 0.001). The Post-hoc test indicated AS 
was out-performed signifcantly by other three conditions (BK-AS: 
p < 0.001, AU-AS: p < 0.001, PA-AS: p < 0.001). However, we 
could not detect any signifcant diferences between the AU, PA, 
and BK. The results indicate that participants felt less discomfort 
when watching the videos with AU or PA, compared to the ones 
with AS. 

5.5 User Preference 
In post-test interviews, we asked each of the participants Q1: Which 
attention guidance method they thought was the easiest to use?, Q2: 
Which method was the most uncomfortable?, and Q3: Which in gen-
eral did they prefer? The totals of each choice made by participants 
are shown in Figure 7. The results show 13 out of 24 participants 
felt AU was the easiest for searching for the ROIs, another 11 chose 
PA and none chose AS. As for the most uncomfortable method, 21 
participants chose AS. When asked about the general preference 
of the methods, 13 chose AU, 11 chose PA, and none chose AS. 
We also noticed that a choice for easiest to use was always identi-
cal to the choice for general preference. When asked for reasons, 
several participants who preferred AU stated they felt high levels 
of presence and less distraction from the narration because the 
AU was diegetic and easy to understand. Those who preferred PA 
stated they liked how the arrow stood out from the video and was 
immediately recognizable. Several also pointed out the arrow felt 
strange because it was not part of the scene but was an add-on. 

6 DISCUSSION 
We discuss the results of the experiments together to highlight the 
main fndings and implications. 
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Figure 7: Bar charts showing the total count of participants 
on each of the preference choices. Left: Which method was 
the easiest to use? Middle: Which method was the most un-
comfortable? Right: Which did you prefer? 

6.1 Implications for Engagement, Enjoyment, 
and Discomfort 

The study results showed that both the AU and PA increased the 
level of engagement and enjoyment, compared to the baseline. They 
also both reduced the level of cybersickness. These results support 
hypotheses H1. Since AU did reduced the level of cybersickness 
comparing to AS, but not as PA, the hypotheses H4 is only par-
tially supported. For AU, it was implemented during the production 
phase by the storyteller, using social cues similar to those in daily 
conversations. Thus, the cues are naturally embedded in the narra-
tive itself. “Looking” (AU02) and “Pointing” (AU03) also introduced 
eye contact between the storyteller and the viewer, acknowledging 
the social existence of the viewer. Viewers felt like they were being 
addressed in a face-to-face manner by the storyteller, and thus felt 
more engaged in the narrative. They were also less aware of the 
fact that they were wearing VR headsets and looking at simulated 
images. 

6.2 Implication on Memory Efects 
The study results indicated that the recall rates of the three condi-
tions with cues applied were all slightly lower than the baseline. 
However, there was no signifcant diference between them. This 
did support H2, which predicted that attention guidance would 
lower the recall rates, acting partially as distraction in the recall 
task. In the experiment, the participants were informed about the 
content-related recall tasks and practiced on sample questions be-
fore starting to watch the videos, so they were expected to pay 
attention to the narrative, actively searching for the ROIs men-
tioned, and remembering their details. Since the exact details were 
not included in the narrative from the storyteller, we believed that 
the introduction of cues did distracted the viewer from carefully 
inspecting the ROIs with visuals. The guiding cues, paired with 
the acting from the storyteller, both dragged the viewer’s attention 
more towards the narrative (which no details were covered). Thus, 
viewers turned out to remember less of the visual details. However 
the diference between the amount of decrements was insignifcant 
so we are unable to tell if AU was less distracting than PA or AU. 

6.3 Implications for Viewer Behavior 
The TTS and TOT were measured to indicate viewer behavior 
(search and attention, respectively) while watching the videos. Re-
sults showed that participants took less time to fnd the ROIs in the 
AU and PA conditions compared to BK, and took longer fnding the 
ROIs when AS was used. We conclude that the visible cues, such 
as the AU “Pointing” and the arrow of PA, helped the viewer to 
locate ROIs faster. This result supports hypothesis H3, that the AU 
will reduce TTS when applied as an attention guidance technique. 
We also believe that AS elongated TTS because when the AS was 
applied, the video content itself was still a blank scene with no 
visible cue. The scene rotation happened during the narrative made 
viewers confused, and they thus took more time to understand what 
was happening before resuming the search task. In the post-test 
interviews, several participants stated that they thought the AS 
was a software error and had difculties to understand what to do 
before they realized it was part of the system design. 

The results of TOT showed a diferent trend than TTS. We found 
that when PA was applied as the attention guidance, viewers stayed 
signifcantly longer on the ROIs after they were mentioned by the 
storyteller. We concluded that since the arrow was constantly vis-
ible in the viewer’s viewport, it became such an explicit cue that 
the viewer subconsciously followed it and drifted away from the 
ROIs much less frequently, while the AU was only visible when 
the viewer was looking at the storyteller. This result does not sup-
port hypothesis H3, indicating the need for a further look into the 
efects of cue exposure time. TOT results also showed that partic-
ipants dwelled less when AS was applied, compared to the other 
conditions. One clear reason is that since AS introduced a higher 
level of cybersickness, participants were less able to stay focused 
on the ROIs. In the post-test interviews, several participants also 
mentioned they were trying to “fght the system” and subjectively 
looked away to resist, as they felt the system was forcing them to 
look at something and taking away their free agency of looking 
around. This led them to look at the ROIs for only a relatively short 
period. 

6.4 Design Reference for Content Creators 
From both the pilot study and the user study, we discovered prop-
erties of AUs that were diferent from other attention guidance 
methods. On the one hand, AUs were applied directly during the 
capture of content, without the requirement of any post-processing 
work. Also, a storyteller could compose AUs into her script as a part 
of the content itself. She could then naturally perform it when deliv-
ering the narrative. This has huge potential and is a suitable method 
for creators who need to share and publish their work soon after it 
is captured, such as feld documentary videos for science-outreach 
purposes. In other storytelling scenarios but not using 360-degree 
videos as their media, such as computer-synthesized 3D scenes, or 
immersive environment with real avatars or virtual characters, as 
long as social communication is part of its interaction, the actors, 
humanoid avatars and virtual characters can all embed AUs into 
their actions. We expect that the usage of AUs in the production 
stage will help presenters to ensure the players will follow the story 
line and have a higher level of presence in the immersive scene. 
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However, we also discovered a trade-of between AUs’ efects on 
attention (i.e., the recall rate and TOT) and the efects on the levels 
of both engagement and enjoyment. From the previous analysis, we 
noticed that when applied to videos, AU increased the participants’ 
levels of engagement and enjoyment, and directed them faster 
to the ROIs. But it also distracted them from paying attention to 
details of the ROIs. The participants recalled the details less than we 
expected. This was also reinforced by the feedback from participants 
during the post-test interview, as some preferred AU for its diegetic 
characteristics and some others preferred PA for its outstanding 
contrast and strong implications. This could be an important design 
reference for content creators, as one needs to make decisions by 
considering the efects of AU, the content she wants to deliver, 
and the response and results she expects to see from viewers. AUs 
can be useful for scenarios like scientifc presentations, or other 
face-to-face conversations, where a natural social atmosphere is 
important. But in other scenarios, such as training and educational 
applications, where the recall rate and transfer of knowledge are 
more emphasized, and other aspects such as comfort and enjoyment 
are less dominant, using AU as the only attention guidance may 
not be sufcient; adding extra cues will be recommended. 

6.5 Limitations and Future Work 
During the interpretation of the experimental results and reviewing 
the footage, we noted several limitations. First, the AU we designed 
was not constantly directing the viewers throughout the entire 
process of search and attention. Since the AU was implemented by 
the storyteller herself, they would only be visible when the viewer 
was looking at her. In other words, the AU was only efective to 
the viewer when it was visible in the viewport. Once the viewer 
turned away, such to search for the ROIs, the AU was not visible 
and its function of attention guidance was suspended. In the previ-
ous chapter when we looked into the results of TTS and TOT, we 
pointed out that the attention guidance did not become efective 
instantly but rather went through a built-up process over time from 
its appearance. Thus when we considered the total “exposure time” 
a viewer had under each guidance cue, one possible cause is that the 
built-up efectiveness of AU was closely dependent on a viewer’s 
actual behavior when watching the video. The PA and AS, however, 
had lower dependencies and faster built-up processes. To reinforce 
the efectiveness of AU to direct viewers attention, future work 
will look into the integration of high fdelity spatial sound, includ-
ing simulated reverb efects. Second, the video clips we used were 
all about 90 seconds in length. We noticed in some of the results, 
such as level of enjoyment (E2) and recall rates showed similarities 
between all three conditions, and no signifcant diferences were 
found. This could be due to the relatively short time (six minutes) 
subjects spent watching all three videos, such that the diferences 
between conditions were not yet revealed and detected. Third, PA 
and AS were both added during the post-production phase, and AU 
was implemented during the production phase. It is possible that 
implementing AU becomes an extra task added to the storyteller, 
other than the existing task of “present the content”. The increased 
workload and related efects on the storyteller, when she is using 
AU and giving the narrative at the same time, is also worth further 
exploration. Forth, we assumed that when participants felt higher 

engagement and enjoyment, they were more immersed in the narra-
tion given by the storyteller, and were less aware of memorizing the 
visual details of ROIs. However, we were unable to either conclude 
this correlation, or to determine if the AU, as a diegetic cue, can 
be less distracting than the non-diegetic PA and AS, since the data 
we collected were limited. In future studies, we plan to adjust the 
design of AU with extra assisting cues that are constantly visible 
to the viewer to ensure it is taking efect throughout the viewing 
experience. We also plan to use longer video footage as study mate-
rials to ensure the participants will have long-term immersion. New 
flming locations and ROIs will also be carefully chosen for further 
study about the distraction from cues to recall tasks when watching. 
Lessons learned from AU in Swivel-chair VR can potentially be 
applied to other forms of cinematic VR, where the user’s movement 
within the virtual environment are even less constrained. In partic-
ular, a careful integration and combination of AU and other cues to 
"walk" the immersed user to spaces of interest. 

7 CONCLUSION 
In this research, we proposed the AU system as a set of directorial 
cues. A storyteller can adopt the AU onsite to direct viewer’s at-
tention in an immersive storytelling experience. The AU aims to 
address the narrative paradox and FOMO issues that come with 
360-degree videos and to increase the levels of engagement and 
enjoyment. We designed the system based on social cues people use 
in daily conversations, such as gestures and eye contact, eliminating 
the requirement of adding post-processing elements to the video. 

The results from both the pilot study and the formal user study 
indicated that the AU can efectively guide the viewer’s attention 
when applied. Comparing to the commonly used AS, the AU sig-
nifcantly increased levels of engagement and enjoyment. It also 
introduced lower level of cybersickness comparing to AS, but still 
surpassed by PA. It also reduced the time viewers needed to search 
for an ROI. Users also prefer AU over PA and AS for its diegetic 
property. We also discovered that when applying AU to 360-degree 
video productions, the creators need to consider AU’s negative 
efect on attention time and memory of details. We also concluded 
that the AU can be applied to other forms of social-context based im-
mersive storytelling activities. In further studies, we will look at the 
combination of AU with other proper cues to make them constantly 
useful and applicable to long-term immersion experiences. 
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