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Abstract

In augmented reality applications it is essential to know the position and orientation of the user to correctly register virtual 3D
content in the user’s field of view. For this purpose, visual tracking through simultaneous localization and mapping (SLAM) is
often used. However, when applied to the commonly occurring situation where the users are mostly stationary, many methods
presented in previous research have two key limitations. First, SLAM techniques alone do not address the problem of global
localization with respect to prior models of the environment. Global localization is essential in many applications where
multiple users are expected to track within a shared space, such as spectators at a sporting event. Secondly, these methods
often assume significant translational movement to accurately reconstruct and track from a local model of the environment,
causing challenges for many stationary applications. In this paper, we extend recent research on Spherical Localization and
Tracking to support relocalization after tracking failure, as well as global localization in large shared environments, and
optimize the method for operation on mobile hardware. We also evaluate various state-of-the-art localization approaches, the

robustness of our visual tracking method, and demonstrate the effectiveness of our system in real-life scenarios.
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1 Introduction

Augmented reality (AR) provides virtual graphics and visu-
alizations to users, accurately aligned with the real world. To
achieve this, it is necessary to determine the viewing posi-
tion and direction (pose) of the user and track their movement
in real time. Most commonly, simultaneous localization and
mapping (SLAM) approaches [1,2] are used to map the envi-
ronment while simultaneously estimating the pose with 6
degrees of freedom (6-DoF; 3 rotation and 3 translation).
Most traditional SLAM approaches assume that the user will
perform a significant amount of translational motion in order
to initialize a 3D map through point triangulation. However,
there are also 3-DoF SLAM approaches that assume that the
user will perform purely rotational motion (i.e., 3-DoF) [3—
5]. They do not require a translational motion; in fact, they
assume a perfect rotation around a center point with no offset
(zero translation).
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Unfortunately, for many practical AR scenarios the user
will remain mostly stationary (e.g., AR visualizations for
seated spectators at sporting events [6]) or will remain in
one place [7] while viewing the AR content around the loca-
tion (e.g., AR Browsers [8]). Grubert et al. found that when
reviewing AR browser usage “most of the users were experi-
encing the application while standing at the same position
(78%), combined with rotations (90%)” [7]. In fact, pre-
vious work already highlighted the benefits of the purely
rotational movement in several application areas [9,10]. In
all these cases, the user’s translational motion is limited, mak-
ing 6-DoF SLAM initialization error-prone if not impossible.
However, prior work always assumed that the users perform a
perfect rotation. But specifically when the AR interface runs
on mobile devices such as phones or tablets, the device is gen-
erally handheld at some distance from the body. This means
the performed motion is not purely rotational either, violating
the assumptions of 3-DoF trackers. Unfortunately, this error
has often been neglected in the literature. Pure rotational
models also have the disadvantage that depth and parallax
effects cannot be rendered, so there is a need for localization
and tracking methods that can cope with the limited transla-
tional motion of a stationary user.
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Recently, there has been research into methods for recon-
struction and pose estimation under spherical motion con-
straints [11]. Spherical motion can be placed in between the
6-DoF and typical 3-DoF tracking methods, as it constrains
the translation vector, without eliminating it completely. This
provides distinct advantages over 3-DoF systems in that
3D visualizations can be viewed with motion parallax, and
placed at varying depths, while also allowing for mapping
with global optimization through bundle adjustment and loop
closure (as is typically used in 6-DoF SLAM methods to
reduce drift [12]). Recently, there has been work into apply-
ing these constraints in stationary capture scenarios such
as structure-from-motion (SfM) [11], spherical localization
and tracking for AR (SPLAT) [13], and reconstruction from
panoramic videos [14,15].

Real-world applications of augmented reality require
robust solutions to both localization and tracking, and we
address this challenge for the case of stationary spheri-
cal motion. This restricted case is a good approximation
to the motion of users who are situated in a large-scale
environment—seated in a stadium in our primary use case.
Some previous works propose methods for tracking within
pre-computed SfM models of an environment [16,17]; how-
ever, they do not address the challenges that are common
in many real-life use cases, such as reconstruction from sta-
tionary spherical motion, and localization and tracking in
large dynamic environments. In this paper, we address these
issues by evaluating existing methods and developing a novel
approach for global localization for stationary users of AR
interfaces. The main contributions of this paper are:

e Design of an overall system which incorporates both
state-of-the-art localization, and spherical tracking for
AR (Sect. 3).

e Extension of our existing spherically constrained track-
ing approach [13], with added support for relocalization
and global localization (Sect. 4).

e Evaluation of the complete system for accuracy and
robustness of tracking (Sect. 5.1).

e A mobile implementation, and performance evaluation
(Sects. 5.1.3 and 5.1.4).

e A technical evaluation of state-of-the-art localization
approaches in a sports-spectator scenario (Sect. 5.2).

Together these contributions demonstrate the ability to local-

ize, track, and re-localize consumer devices situated in
large-scale environments.

2 Related work

Tracking in the context of AR refers to the process of
determining the pose of a camera as it moves. For many
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applications, it is also required that this camera pose is com-
puted in real time. This is particularly true in the case of AR,
where the camera pose is used to render visualizations from
the user’s perspective as they move their device.

2.1 SLAM-based tracking

SLAM has been a popular approach to monocular tracking
and can be used in AR scenarios to compute the position and
orientation of the viewer in real time. Research in SLAM
originated in the field of robotics, with early work by Davi-
son et al. [18] which was later extended to MonoSLAM [19].
Their method uses an extended Kalman filter (EKF) to update
camera pose and landmark locations based on measurements
from the image. They note that the EKF update can be expen-
sive when there are many features in the map, and address
this by tracking a small number of dominant features.

Klein and Murray proposed to separate the mapping and
tracking into separate tasks for allowing real-time perfor-
mance in AR applications [1]. With their Parallel Tracking
and Mapping (PTAM) approach, the authors specifically tar-
get small AR workspaces. This work was one of the first to
take a multi-threaded approach to the SLAM problem.

More recently, ORB-SLAM has been published which
offers many improvements over PTAM [12]. ORB-SLAM
has more capabilities than PTAM and is designed with the
similar idea of using multiple threads to increase compu-
tational efficiency on multi-core devices. A recent survey of
SLAM suggests that SLAM systems should cover three basic
components: initialization of a 3D map, tracking the motion
and further map updates, while an accurate and stable solu-
tion would additionally cover global map optimization and
relocalization [20].

2.2 Rotation-based tracking

The previously discussed works all share a common theme
in that they aim to track a camera assuming it has 6 degrees-
of-freedom. That is, the camera pose can be described by a
rotation R and translation t. However, some tracking methods
reduce computation by estimating pose with fewer param-
eters, such as via homography estimation [21]. Using a
homography to estimate the camera pose is accurate pro-
vided that either the scene to be tracked is planar, or the
motion being modeled is a rotation.

There are two driving factors behind the use of homo-
graphies. Firstly, it is fair to assume that the scene may be
planar. For example, tracking a camera for field sports can
utilize the homography assumption, provided they are able
to segment the planar sports field from the image [22], or
tracking from obviously planar objects such as books [23] or
fiducial markers [24]. While not all of these works explicitly
apply homography-based tracking, they clearly demonstrate
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Fig. 1 High-level overview of our tracking and mapping system. The
various tasks of the system are grouped by color, and each execu-
tion thread is surrounded by rounded rectangles. The key difference to
ORBSLAM is highlighted as bold text. The first task (yellow) handles
initializing a 3D map and the keyframe sphere, before handing off to the
tracking task (blue). This task tracks keypoints from the last reference

a use case for tracking from planar objects. Secondly, in
many AR scenarios and in particular, outdoors we only face
a mainly rotational movement which allows us to use homo-
graphies [8]. Consequently, there have been several methods
that focused on tracking rotations. Many of them can be
understood as rotational SLAM algorithms as they work in
unknown environments, but instead of building 3D maps of
the environment, they commonly build 2D maps (panoramic
maps) to represent and track features in the environment [3—
5]. Common to all these approaches is that they assume a
perfect rotational movement around a center point. Of course,
this is almost never the case in particular when rotating a
mobile device at arm’s reach. While in theory, the error intro-
duced by assuming a zero translation, is relatively small [5],
evaluations under more realistic scenarios have shown the
error to be up to 4 degrees for the main rotation axis even
under optimal conditions, with large scenes containing dis-
tant objects and while rotating the handheld phone around
an axis with a minimal offset [3]. Assuming a similar error
along all axis potentially prevents a seamless AR overlay
as rotational tracking errors are known to be more critical
when producing precisely registered AR overlays [25]. In this
work, we focus on stationary users mainly performing rota-
tional movements, but we extend our previous work using a
spherically constrained tracking that considers an offset from
the center of rotation [13].

3 Approach overview

While the previously discussed approaches to tracking are
important for AR, a key limitation to these systems is

frame and creates new reference frames when required by the keyframe
sphere. The mapping thread has a single task (green) which updates the
3D-to-2D matches of the latest reference frame asynchronously, trian-
gulates new points, and updates the keyframe sphere. Our third thread
handles relocalization after tracking failure (red) and global localization
(purple). Specific details of the system are explained in Sect. 4

their inability to provide global context to the visualiza-
tions they enable. This is primarily caused by how the
co-ordinate systems are established when initializing the
tracking systems—usually one frame of the input is used to
represent the origin of the co-ordinate system, and all pose
data that are output from the tracking uses this as a reference.

In many application scenarios, it is important to main-
tain global context while tracking the users. This can be
achieved through tracking within a known co-ordinate sys-
tem such as GPS, or a pre-built model of the environment
that is shared by all users of the system. There are many
approaches to the localization problem ranging from place
recognition [26], structure-from-motion (SfM) approaches
which localize images while reconstructing the environment
[27,28], geometry-based methods which require prior geo-
metric models (such as line models) of the environment [29],
and deep-learning approaches [30,31]. However, many of
these approaches do not target real-time performance and
thus would require adjustment to be used for real-time AR
tracking, particularly on mobile devices.

When localizing from pre-computed SfM models, it
is important to consider that the appearance of the pre-
computed model may differ from how the environment is
presented at the time of tracking. For example, an StM
model may be computed using several thousand photographs
all taken on one day within a short time-frame. Lighting
and weather conditions can drastically affect the appearance
of the environment and make localization through feature
matching difficult. While these approaches have shown some
robustness to dynamics [32], robustness under these condi-
tions often involves capturing the SfM model under varying
conditions which is impossible in the case of a sports sta-
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dium, where dynamics caused by thousands of spectators
are unique at each event.

While these works focus on the localization of single
images, there has also been work on combined localization
and tracking from SfM models [16]. In this paper, we argue
that creating a local map of the environment during tracking
can be beneficial for robust tracking with fast relocaliza-
tion, but global localization to a pre-computed model is also
important. For these reasons, we propose a global localiza-
tion and tracking system that locally maps features as they
are seen, while globally localizing to a pre-computed SfM
model using as few frames as possible.

From the related work in the previous section, we can
see a trend toward research focusing solely on either track-
ing or localization, with few works developing systems
that incorporate both. For many real-world AR applications,
both aspects are important—Ilocalization is required to align
virtual content with the real world; tracking rather than con-
tinuous re-localization provides real-time performance; and
some re-localization is required in the case of tracking fail-
ures. In this section, we detail a complete localization and
tracking system specifically targeting AR applications.

Our overall system consists of five tasks, distributed
into three threads. The tasks include initialization, tracking,
mapping, relocalization and global localization components.
The key differences between our system and state-of-the-art
ORB-SLAM are that we introduce (1) a spherical relative
pose estimation for the initialization step, (2) a keyframe
sphere instead of arbitrary keyframes and a selection of refer-
ence frames on the keyframe sphere, (3) a spherical absolute
pose estimation for the tracking step and (4) a global localiza-
tion step (key differences are highlighted in bold in Fig. 1).

We distribute the work of these four components into three
separate threads for concurrent processing. Each thread han-
dles a subset of the tasks of the overall system distributed in
a way that prioritizes performance in the main thread. In our
implementation, we perform both initialization and tracking
on the same thread, as these are sequential processes. Initial-
ization (Sect. 4.2) handles the construction of an initial map
using two frames from the system and needs to be completed
only once. From here, this main thread of execution purely
handles the tracking task (Sect. 4.3) which determines the
camera pose for each frame of the video.

The mapping task (Sect. 4.4) is handled entirely in its own
thread, as this is the most computationally expensive opera-
tion. The mapping task takes potential keyframes (reference
frames) from the tracking task via a thread-safe queue. These
incoming frames are matched to existing map points to detect
loops, and new points are triangulated, followed by a global
bundle adjustment optimization. The tracking task can see
the new and updated map points via the reference frame.

Our third thread handles both global localization (Sect. 4.6)
and relocalization from tracking failure (Sect. 4.5). The
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global localization task of this thread is a new addition which
is not handled by ORB-SLAM, and provides a greater con-
text to the tracking result, transforming the tracking pose
data to a known co-ordinate space. The purpose of the global
localization task is to process keyframes as they are created
by the mapping thread to determine their pose in the global
co-ordinate system (i.e., with respect to a pre-computed STM
model). The relocalization task handles recovery from track-
ing failure by re-establishing matches with the local SLAM
map. These two tasks are handled again with thread-safe
queues, with priority given to the relocalization task resulting
in a responsive recovery when tracking is lost.

4 Globally localized tracking for AR

Having discussed several state-of-the-art localization meth-
ods, we outline a complete AR tracking system that incorpo-
rates these global localization principles with a SLAM-based
tracking system. Our system is applicable to situations
where a model of the environment has been computed in
advance through structure-from-motion (SfM). In this case,
our approach is able to provide tracking data within the origi-
nal co-ordinate system of the SfM model. If these data are not
available, the tracking data are returned within an arbitrary
local co-ordinate system.

Our method uses real-time tracking based on the SPLAT
[13], combined with global localization based on a Bag-of-
Words approach [33,34]. We considered two approaches to
the problem of providing global context to the tracking sys-
tem and briefly discussed them here to justify the method we
propose.

One approach is to use a pre-computed SfM model solely
for tracking, without remapping the environment. This can
supportreal-time tracking of SfM models pre-computed from
panoramic images, without the need for further mapping
[16]. This can cause issues when dynamics such as light-
ing, shadows and other spectators change the appearance of
the environment from that of the pre-computed model. Other
approaches involve registering a local SLAM map to an exist-
ing global model [17].

An alternative is to create a local map of the environment
as it is currently observed. The local map can then be aligned
to the pre-computed SfM model to determine the transforma-
tion between the two. In this case, fewer features need to be
matched between the current view and the SfM model, as this
static transformation can be computed once using two suc-
cessfully localized frames. Using this approach, the tracking
can be performed using the local map, putting less strain on
the robustness of the feature matching component.

As the main application scenario of this paper is to track
live sport spectators, it is very likely that any pre-computed
SfM model will differ in appearance to the current appear-
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ance of the environment. For this reason, we take the second
approach in an attempt to create a robust tracking system
under these conditions. Our approach to tracking is described
in detail in the following subsections and is an extension of
our previous work on SPLAT [13] with the following key
differences:

Use of a separate processing thread for relocalization.
Vocabulary tree-based reference frame matching.
Global localization of keyframes using a pre-computed
SfM model.

Transformation of pose output to represent tracking in
this co-ordinate system.

4.1 The keyframe sphere

We use the keyframe sphere approach of SPLAT [13] to sub-
divide the space of possible camera poses in a way that is
tailored to a spherically constrained keyframe SLAM sys-
tem. This is achieved by generating a fixed number of anchor
points approximately uniformly across the surface of a sphere
and assigning keyframes to these positions.

To reduce the overhead of excessive keyframes, we use
fewer anchor points than previously [13]. We reduce the
number of anchor points from 1000 to 500, finding no degra-
dation of robustness. We also set a threshold requiring that
a new keyframe’s camera center must be within some small
distance of an anchor point. As we have fewer keyframe
anchors, we also increase our distance from 25 to 75% of
the distance between two neighboring anchors to ensure that
enough keyframes are created.

4.2 Initialization

Our system automatically initializes a map and begins track-
ing when enough spherical motion has occurred, using the
process described below. The overall initialization step is
based on spherical SfM [11], but with a focus on faster com-
putation by only triangulating from two frames.

Feature extraction and tracking We extract 1000 ORB
features [35] in the initial frame. To match keypoints between
successive frames, we find matches using a pyramidal KLT
feature tracker [36]. At each frame, we use these 2-D matches
to make an estimate of the current pose relative to the initial
frame with a spherical constraint [11].

Relative pose estimation To determine the relative pose
for initialization, we use the spherically constrained relative
pose estimation introduced in [11]. We assume that the cam-
era moves on a mostly circular path with a constant radius of
1 unit from the origin, and that the viewing direction of the
camera is in alignment with the normal of the unit sphere.
These assumptions reflect the offset from the center of rota-
tion for stationary users (e.g., when holding a device at arm’s

reach) and allow us to simplify the pose estimation. The cam-
era pose is given by [R|t] wheret = [0 0 — 117, and
the camera center ¢ = —R"t. We use the method of [11]
for both computing and decomposing an essential matrix to
compute the spherically constrained relative pose. In com-
bination with Preemptive RANSAC to discard outlier tracks
[37], this determines a relative pose between the first two
camera frames.

Triangulating the initial map We use the keyframe sphere
structure to determine whether the angular motion is suffi-
cient for initialization. If the poses of the start and end frame
are assigned to two different keyframe anchors, we proceed
with initialization. Features in the final initialization frame
are matched to the initial frame using the feature tracks, and
triangulation performed to compute the 3D points.

4.3 Tracking

After the map has been initialized with two keyframes, and
the 3D points from triangulation, we use these data as input
for our tracking method. The tracking step can be described
by the following components:

Feature extraction and tracking Similar to the feature
extraction from the initialization phase, we have an upper
limit of 1000 keypoints and descriptors. We again use KLT
feature tracking [36] to keep track of matches from the most
recent keyframe. We then compute a convex hull [38] sur-
rounding the tracked keypoints and find new ORB features
outside this mask.

We enforce a 1000 keypoint limit which includes both the
KLT tracks (and their already known descriptors), as well as
the newly detected features. New features are extracted in
each frame; however, it could be optimized to only compute
new descriptors in reference frames, as it is only here where
matching descriptors to the existing 3D points occurs.

3D-to-2D feature matching We next use the extracted
ORB features to obtain more 3D-to-2D correspondences. The
KLT tracks maintain references to 3D map points found in
the last reference frame, which in many cases is enough to
track. However, we must also find potential correspondences
between the newly detected features, and points which have
already been mapped to avoid triangulating duplicate points.

In a separate thread, we perform brute-force matching
between the features in the current reference frame (the ori-
gin of the current KLT tracks) and the other keyframes. When
new matches are found, the correspondences are updated in
the reference frame, which can be accessed asynchronously
(via their corresponding feature tracks) in the main thread.

Absolute pose estimation To estimate the pose for each
frame, we use the Perspective-2-Point (P2P) method from
[13] which uses a spherical pose constraint within a preemp-
tive RANSAC scheme to determine the current pose, and
an inlier set of matches [37]. Again, here the spherical pose

@ Springer



L. Baker et al.

constraint reflects the offset from the center of rotation for
stationary users.

Reference frames Once a frame is successfully tracked,
we decide whether it will become a reference frame. The
reference frame is updated when a tracked frame falls within
the keyframe sphere distance threshold of a new anchor
point. When a reference frame is created, the mapping thread
matches its keypoints to all neighboring keyframes and
merges the observations. This is equivalent in some respects
to loop closure when loops are small, and drift is relatively
small.

Keyframes A reference frame will become a keyframe
if its anchor point in the keyframe sphere is unoccupied.
In this case, the feature tracks from the previous reference
frame are triangulated, and bundle adjustment takes place.
Since the tracking thread is acquiring many matches through
feature tracks to this frame, the new map points are automat-
ically assigned to the current tracked frame as soon as they
are ready. This allows new map points to be added asyn-
chronously.

4.4 Mapping

The main purpose of the mapping step is to process potential
keyframes from the tracking task. For this step, we match
incoming frames to existing map points and detect loops as
well as perform a global optimization step on all existing
map points. This means that once a frame has been tracked
successfully by the tracking task, it is sent to the mapping
thread to use the newly visible feature points in the image
to update the map in three main stages consisting of (1) ref-
erence frame matching, (2) triangulation to update the map
and (3) bundle adjustment.

Reference frame matching When new keyframes are
stored, the tracking thread follows 2D features from the lat-
est reference frame using KLT tracking. The mapping thread
uses these results to guide the matching of keypoints between
these two frames. For this purpose, we project known 2D key-
points from the last reference frame into the current frame to
help guide the matching.

Additionally, the tracked features in the new keyframe
are matched with existing 3D points in the map using
a vocabulary-based approach [34]. The use of a feature
vocabulary reduces the amount of processing required to
match points compared to brute-forced approach. This is the
same matching method we use for relocalization, which we
describe further in Sect. 4.8.4.

Triangulation The computed matches are then triangu-
lated in a similar manner to the initialization phase using
the pose data of both map frames (the newly added and
the existing reference frame). If more than 50 map points
were successfully triangulated from the matches, then the
new keyframe is added to the keyframe sphere.
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Bundle adjustment Bundle adjustment takes place after tri-
angulation to optimize the 3D point locations and keyframe
camera poses. To enforce the spherical constraint, the camera
translation is fixed in the optimization [11]. Once this process
is complete, we remove keyframe references to outlier 3D
points using the same reprojection threshold set in the track-
ing thread. The positions of the remaining points and camera
poses of the keyframes are then updated. We found that run-
ning a small number of iterations each time a keyframe is
added is a good way to keep map updates frequent. This also
allows for faster performance than full-bundle adjustment at
the cost of some accuracy. The use of fewer iterations has
also been shown to be beneficial where fast computation is
needed [39]. In our experiments, we use two iterations of
bundle adjustment between map updates.

4.5 Relocalization

In the case of tracking failure we relocalize by matching the
current (untracked) frame with the existing keyframes The
keyframe features are more likely to resemble the current
appearance of the environment than those in the SfM model.
This allows fast and robust relocalization in cases where the
environment is very different from the prior model.

In our implementation, we detect tracking failure when
the number of inlier 2D-to-3D correspondences falls below
a threshold of 30. The global localization thread then priori-
tizes localizing the currently untracked frame using a purely
ORB variant of the BoW approach of Sect. 4.8.4. While this
process runs, the tracking thread uses the same KLT approach
as Sect. 4.2 to re-initialize the reference frame and resume
tracking as normal.

4.6 Global localization

In order to align the pose to the global coordinate system
of the SfM model, we first localize at least two keyframes
with respect to the SfM model. Next, we compute the scale
factor between the local tracked coordinate system and the
SfM model, and finally we compute a transformation that
describes the rotation and translation differences between
the systems.

Keyframe localization First, we localize two keyframes
F1 and F; from the tracking system to the COLMAP model.
In our implementation, we extract 2000 SIFT features [40]
from F7 and F,, and perform brute-force matching with the
existing SIFT features from the SfM model, using a distance
ratio test to discard ambiguous matches. We then compute
the global rotation and translation, Rl’." and tl.w , using P3P
[41] within a Preemptive RANSAC loop [37]. In our sys-
tem implementation, we used this simple feature matching
approach to localize keyframes. However, we further investi-
gate and evaluate the state-of-the-art approaches in Sect. 4.7.
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Fig.2 Two views of a spherical trajectory computed with our tracking
system. The result is rendered within the meshed COLMAP reconstruc-
tion of our Rugby Stadium dataset to demonstrate the effect of global
localization and scaling

Computing the transformation We now have a global pose
R, t, and a local pose Rﬁ, tll. from the SPLAT tracking for
two of the keyframes. To compute the difference in scale, we
take the distance between the centers of F| and F, in both
co-ordinate systems where the camera center ¢; of keyframe

F; is defined as
¢ = —Rt;. 1)
We then compute the scale s as the ratio of the two distances

cW — ¥
e el o

I} —ch |l

Finally, we compute the transformation between the coordi-
nate systems using one of the localized keyframes F;. We
first define the 4 x 4 scaled local pose Pé as

Rl st
L _ | Rist;
P; [0 | } : 3)
and the global pose P} as
R¥ t¥
w_ (b
P} [ 0 } : 4)

and compute the 4 x 4 transformation T as
T="P~lpy. (5)

Using T and s, the pose results from each frame of tracking
can then be transformed into the global coordinate system
of the SfM model. The resulting trajectory is spherical and
localized within the SfM model as depicted in Fig. 2.

4.7 Discussion

One of the key differences between our approach and existing
methods is the use of both a local map and a pre-computed
global map. Many approaches perform tracking directly
from a pre-computed SfM map [16]. Real-time tracking is

achieved by matching features in the current image to the fea-
tures that comprise the SfM model. This approach provides
fast real-time tracking, as there was no need for computa-
tional resources to be used on mapping during the tracking
process. However, when the environment is dynamic, feature
matching can be unreliable as the appearance of the environ-
ment may change. This can cause issues when this type of
feature matching needs to occur very frequently.

Our approach handles dynamic environments by matching
as few frames as possible to the SfM model. While localiza-
tion under dynamic conditions is possible [32], our system
needs only to localize two keyframes in order to compute
an approximate transformation between the local and global
coordinate systems. Once these frames are localized, we track
from a local map which more accurately represents the cur-
rent appearance of the environment. Another approach that
is similar to ours is to track from a locally created SLAM
map, which is registered to a ‘2.5-D’ global representation
of the environment [17].

For these reasons, our system tracks from a globally regis-
tered local map with the intention of improving robustness in
dynamic environments. In the following section, we discuss
and evaluate the state-of-the art methods for solving the local-
ization problem, to gain better insight into which approaches
work best for stationary AR. In Sect. 5.1, we provide results
on the accuracy and robustness of the tracking component of
our system.

4.8 State-of-the-art localization methods

Robust localization is an important part of our system,
as it enables us to provide global context to the pose out-
put from the local tracking component. Previous research
on localization with SfM models can be coarsely grouped
into three categories: feature matching [42], image retrieval
[26] and deep learning approaches [30,31]. We focus on
the most promising open-source systems in each category:
ESAC (Expert Sample Consensus released with [31]); Active
Search released with [43]; and our own custom implemen-
tation of a Bag-of-Words (BoW) localizer based on the
implementation of Muiioz et al. [34] called fbow. We com-
pare these methods’ ability to localize with our StM models
built using COLMAP [27], using COLMAP’s vocabulary
tree image registration as a localization reference.

Our first method is Active Search [43], which we choose
asitis frequently used as a benchmark for image-based local-
ization approaches and is provided open-source. We also
investigate ESAC [31] as it appears to be among the most
promising and scalable of all the deep-learning approaches
to localization, while also being provided open-source by
the authors. Our third method is our own implementation of
a Bag-of-Words localizer, based on ORB and fbow for image
retrieval [33,34] while using SIFT for registration [40]. These
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BoW solutions tend to focus on image-retrieval results and
do not provide results for the type of accuracy that can be
achieved when they are used for full 6-DoF localization, so
we implement our own using these libraries.

4.8.1 Data preparation

Our primary application is localization for spectator AR in a
sport stadium environment. Due to the limited availability of
public stadium datasets, we captured our own in two stadia.
The first step in our data processing is to create a sparse
reconstruction using the training images of each dataset. For
this, we used the open-source COLMAP SfM software from
[27] with default parameters.

Cricket ground (CG) Here, we captured a small dataset of
49 images from several positions within one side of the sta-
dium during a single visit. The lighting condition was sunny,
and the stadium was at near-full capacity. These data were
randomly split into 39 training and 10 test images (approxi-
mately 8:2 split).

Rugby stadium (RS) We captured 1125 images from a
range of positions primarily from the two opposing main
stands, with some taken from ground level. This dataset
was captured over two daytime visits to the empty stadium,
one overcast and one under sunny weather conditions. This
dataset was randomly split into a training set of 900 and a
testing set of 225 images (8:2 split). As this stadium has a
translucent roof structure, the cloudy and sunny conditions
were similar enough to be combined into one reconstruction.
We later investigate dynamic scenes in Sect. 5.2.3.

4.8.2 Active search

Active search [43] uses a bi-directional feature matching
method. First, a descriptor vocabulary is used to quantize
the descriptor space, and words are assigned to each point
in the model as well as to each feature in the query image.
For each feature f in the query image, the 3D points which
share a node in the vocabulary tree are searched for matches
using the typical ratio test [44] resulting in an initial match
to a point P.

Then, the 3D points in the neighborhood of this match are
prioritized and matched to the features in the inverse direction
using a coarser vocabulary. The purpose of this bi-directional
matching is to make use of the fact that points in the same
3D region are likely to share similar visibility.

4.8.3 Expert sample consensus
The expert sample consensus (ESAC) approach introduced
by [31] is to train a convolutional neural network to learn

scene co-ordinates for a given input image using both scene
co-ordinate images and 6-DoF pose as ground truth. The
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localization component uses RANSAC to sample the output
scene coordinate images, which naturally encode 2D-to-3D
correspondences for pose estimation.

The method was first introduced in [45], where the authors
presented a modification to RANSAC which allows the entire
pipeline to be differentiable, allowing for gradient-descent
end-to-end learning. Their method was later improved in
[46], and their most recent system ESAC [31] improves scal-
ability by clustering the dataset and training first a scene
classifier, followed by an ensemble of expert networks that
are able to operate on the smaller scene clusters.

Pre-processing The ESAC localization approach requires
more data to train the CNN, in addition to the pose informa-
tion from COLMAP. This method uses ground truth scene
coordinate images for its own training process. Scene coor-
dinate images are like depth maps; except instead of encoding
a depth value (i.e., distance from camera to scene) into each
pixel, the full 3D scene coordinate is stored resulting in a
3 x H x W tensor. It is possible to attain a dense representa-
tion of these data from a sparse model through dense MVS
reconstruction methods [28]; however, a sparse representa-
tion is sufficient [46] and in fact completely optional, as the
entire pipeline is capable of learning the scene structure.

Localization After processing the datasets with COLMAP
to acquire a sparse reconstruction, the point cloud is then
projected into a small representation of the training images
using the known pose from the reconstruction (H = 60 and
W = 80, [31]). For each pixel, we encode the 3D coordinates
of the nearest point projected to that pixel using a z-buffer.
We exclude points behind the camera and leave zeros for
empty pixels.

4.8.4 Bag-of-Words localization

We also compare to localization based on BoW techniques.
Our system is designed to operate on the output of a typical
COLMAP reconstruction and should not be considered state-
of-the-art, but represents the expected performance from
the localization method with a simple implementation. Our
system can be used in two stages, pre-processing and local-
ization.

We also require a vocabulary file containing representative
ORB descriptors and use the one provided with ORB-
SLAM?2 [47]. The BoW approach allows for quick matching
between images using an inverted file that contains both
image and keypoint indices for each word. We investigate
the feasibility of fast image retrieval using ORB, while main-
taining robust matching via SIFT.

Pre-processing This stage only needs to be completed
once per COLMAP model. The objective of this phase is
to create an inverted index file, which stores for each word
in the vocabulary, a list of image identifiers corresponding to
the training images that contain that word. The purpose of
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this file is to act as a database for image retrieval and only
needs to be computed once per SfM model.

We first detect 2000 ORB features in each training image
and then map the descriptors to words in the vocabulary using
the optimized transformation implementation of fbow [34].
Finally, the inverted index is updated by appending the image
identifier to the corresponding list in the inverted file for all
transformed words in the image.

Localization To localize a query image, we first detect and
map ORB features to the vocabulary as before. Then for each
word in the query image, we parse the list of training images
via the inverted file and accumulate votes for each training
image that contains that descriptor. The image with the most
votes is accepted as the closest match, from which we begin
establishing matches to compute a 6-DoF pose.

To achieve this, we then detect SIFT features in the query
image, as they tend to show better matching rates than ORB
[48]. Then we apply a FLANN-based matching method [49]
to find the two nearest neighbors for each potential match and
discard unreliable matches using a ratio test[44]. Finally, we
apply an iterative solution to the Perspective-n-Point (PnP)
problem based on [50] within a RANSAC scheme [51] to
compute the 6-DoF position and orientation of the query
image.

5 Evaluation

A key aspect of our approach to AR stems from the ability
to track and localize users in an environment accurately and
robustly. In the previous section, we outlined some of the
key methods in tracking and localization, and their theoret-
ical limitations. In this section, we evaluate these methods
in detail to determine the most suitable approaches for glob-
ally localized tracking in large dynamic environments with a
focus on sports spectating. Specifically, we make use of our
own SfM models created from image datasets of large sports
stadium environments. Our SfM models are generated from
the image datasets using COLMAP [27].

5.1 Tracking results

To evaluate the tracking component of our system, we com-
pared the rate of successful tracking between state-of-the-art
monocular ORB-SLAM?2 [12,47] and our approach across
multiple sequences in two different real-life environments (a
sports stadium, and an outdoor basketball court).

To provide insight into the accuracy, we also compare
the output pose results to state-of-the-art monocular ORB-
SLAM?2 [12,47] in a synthetic environment to provide insight
into the accuracy of the tracking.

We then show some qualitative results output from our
AR prototype to demonstrate how accurate the registration

appears in real AR use cases. Finally, we evaluate the compu-
tational performance of our approach on different hardware
platforms.

5.1.1 Robustness results on real datasets

To evaluate our system, we investigate the robustness of
tracking under realistic scenarios. We compare the success-
ful tracking rate of our system to ORB-SLAM?2 [12,47] on
eight different video sequences. Results using 1000 and 2000
ORB features per frame, are shown in Fig. 3.

Four sequences (Stadium A-D) were captured in a sports
stadium from a spectator’s perspective, and we used the RS
SfM dataset (Sect. 5.2) as our prior global model. The other
four sequences (Court A-D) were captured at an outdoor
basketball court, again from a spectator’s perspective, and
include two sequences that deliberately obstruct the camera
to test relocalization (Court B, and C). For the court dataset,
we captured 211 images from various perspectives around
the court and used the same COLMAP process [27] as for
the RS data to create a prior SfM model.

5.1.2 Synthetic tests for accuracy evaluation

For evaluating the accuracy of the overall approach on a large
scale, we decided to use synthetic data as it allows us to
measure deviations from the ground truth pose in more depth.

To compare the accuracy of our system to state-of-the-
art, we compare the absolute trajectory error (ATE) and
relative pose error (RPE) [52] of our system and state-of-
the-art ORB-SLAM2 to synthetic ground-truth. We generate
ground-truth data by moving a camera in a circle within a
textured sphere and compare trajectories using the evo odom-
etry evaluation tools [53]. The ATE is the average difference
between two estimated positions at each time point after they
have been aligned, while the RPE measures the difference in
estimated trajectories over short time intervals.

To determine how the accuracy of the systems scale with
the size of the environment, we increase the textured sphere
radius to generate sequences from environments of varying
scale from 2x up to 50x the radius of the camera motion.
In Fig. 4, we plot the mean ATE and RPE for each synthetic
video sequence against the 3D sphere size. The RPE metrics
were taken at 1-frame intervals, which corresponds to 0.36°
of circular motion at radius 1.

5.1.3 Results in AR spectating application

To demonstrate the accuracy of our tracking approach quali-
tatively, we also implemented an AR rendering system based
on OpenGL as well as one using Unity3D. In the case of
the RS dataset, we had a textured CAD model of the sta-
dium which could be used as a basis for AR content creation.
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Fig.3 Comparison of the tracking rate of ORB-SLAM?2 [47], and our
proposed system with two different configurations for the number of
features per frame. Each bar represents a tracking timeline for a test
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video sequence. White represents an untracked frame. Grey represents
a frame tracked in the local SLAM coordinate system
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Fig.4 Pose error from synthetic testing of our tracking system (blue), compared to monocular ORB-SLAM?2 (red [12]) with different 3D sphere
radii. The radius of the camera motion is fixed at 1 unit, and the size of the surrounding textured sphere was varied from 2 to 50 units

We aligned this CAD model to the SfM model by manu-
ally identifying corresponding points and aligning these with
3D modeling software. We then applied the resulting 4 x 4
transformation to our model matrix when loading the CAD
model. The resulting alignment demonstrates that the mea-
sured accuracy (as evaluated in Sect. 5.1.2) is sufficient to
place 3D content within the stadium environment to visual-
ize game-related content such as heat maps or scoreboards
(Figs. 5 and 6).

5.1.4 Performance evaluation

In addition to the accuracy and robustness evaluation, we
also provide results on the runtime performance of our
approach (Table 1). Since AR applications are time critical,
we measured the framerate of our method on two hardware
platforms. We recorded the minimum, maximum and mean
framerate (in frames per second) of our tracking approach
using the Stadium-A sequence on a 2016 laptop PC with an
Intel 17 6200U processor at 2.3 GHz. We also record the same
metrics on an Android smartphone with a Snapdragon 845
(2018). On the smartphone implementation, we used a live
feed from the device’s camera as input and moved the device
in a similar pattern as done in the Stadium sequences. Nei-
ther smartphone or desktop implementations make use of the
GPU.
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Fig. 5 Example input frames (top row), and corresponding output
frames from our AR renderer (bottom row). Both a CAD model of
the environment (lower left) and a heatmap overlay (lower right) are
shown to demonstrate the capabilities for AR to display in-place sports
statistics

The results from our performance experiment are shown
in Table 1. We were able to achieve essentially real-time
performance on the laptop PC with a mean framerate of 29.5
frames per second. Our Android implementation ran at an
average of 12 fps which is not realtime, but still offers an
interactive experience for the user. In the future, this could be
improved by combining our tracking approach with inertial
data from mobile device sensors, which are often available
at much faster rates.
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Fig. 6 Example of our AR spectating application showing a virtual
scoreboard overlaid with the input frame using the result of the global
localization. The AR app is implemented using Unity3D

Table 1 Framerate statistics of our tracking approach on two devices

Device Min (fps) Mean (fps) Max (fps)
i7 6200U 10.417 29.514 45.455
Snapdragon 845 4.999 12.006 29.994

5.2 Localization results

We were also interested in providing more insights into the
performance of the different localization options we iden-
tified. For this, we tested the methods’ ability to localize
the test set images against the SfM models. In this section,
we compare the computation time of both training (one-off
computation), and the localization itself, as well as accuracy
metrics when compared to the COLMAP reference method.
We also provide and compare qualitative results from render-
ings of the sparse point clouds overlaid with the input query
images.

5.2.1 Computation time

The computation times for each of the methods are reported
in Table 2. Localization time refers to the mean time to local-
ize over all query images. Training time refers to the time
taken to pre-process the model or images for each localiza-
tion method. Computation times were measured on a PC with
an Intel Core 19-9900KF CPU at 3.60 GHz, 32 GiB memory
and a GeForce RTX 2080 Ti video card.

For ESAC, the training time includes initializing the gat-
ing network (classifier), initializing and refining 4 experts,
and the end-to-end training stage. For Active Search, this
includes the pre-processing stages of parsing the SfM data
and computing descriptor assignments with the vocabulary.
For our BoW method, this includes all steps detailed under
pre-processing in Sect. 4.8.4, namely ORB detection, fbow
transformation and creation of the inverted index.

Table 2 Computation times from localization approaches on stadium
datasets

Dataset=CG,
Test set size=10

Dataset=RS,
Test set size=225

Method Train  Localize (ms) Train  Localize (ms)
Active search 2.77s 158 116 s 221

ESAC (4 experts) 101 h 88 85h 75.2

ESAC (1 expert)  34h 92 22h 145

BoW 1.27s 603 30.2s 1559
COLMAP - 420 - 468

We found that the ESAC approach has the longest training
time, which is to be expected from a deep learning approach.
However, training time is not particularly critical, and 101
hours is not prohibitively long for a one-off computation.
We thus deem all methods to be viable for localization with
regard to training time. ESAC [31] reported the fastest local-
ization time with an average of 88 and 75.2 ms on the CG
and RS datasets, respectively.

In Table 2, we see that the BoW approach had the fastest
training time, likely due to the optimizations of fbow, com-
bined with more compact ORB descriptors. However, the
localization time was the slowest, due to the overhead intro-
duced by requiring both ORB and SIFT computation for the
query images. For this reason, we conclude that the perfor-
mance potential from using ORB over SIFT is beneficial
in the indexing and pre-processing stages, but attempting to
leverage the matching robustness of SIFT in conjunction with
the simpler computation of ORB can be detrimental to per-
formance. This suggests that using ORB features for both
tasks might produce better results.

We find that all methods produce acceptable localization
times, with the slowest being our BoW approach, which is
not yet optimized for speed on the localization side. While
our method localized the slowest, realistically the localiza-
tion process would only need to happen occasionally in an
overall AR system. For example, localizing with only the ini-
tial frames or keyframes of a SLAM system. These methods,
therefore, do not need to perform in real time.

5.2.2 Error metrics

The localization results showed potential for most of the
methods, especially with ESAC, and Active Search. ESAC
results from the RS dataset are shown in Fig. 7.

Out of the 10 CG test cases, 4 were reported successful by
our BoW approach. We note, however, that some cases are
reported successful but exhibit visible errors when overlaying
the points with the image. In our results, we use ‘# Reported’
to refer to the number of images reported to be successfully
registered by the method itself.
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Fig.7 Example of accurate localization results from ESAC on the RS
dataset. We render the sparse point cloud from COLMAP over the input
images using the pose estimate. An accurate localization results in good
alignment of the keypoints (white) with their corresponding structures
in the image

Due to the potential for false positives, we take the local-
ization results from COLMAP as a reference, I5, and compare
them with the reported successful pose, P, using a geometric
error over all co-visible points X1, ..., X;,,

n N
Px: — Px:
ZH Xj lel’ ©)
n

i=1

where P=K[R|t].

We then flag any result with a geometric error of less than
10 pixels as a successful registration (# Actual). To get anidea
of how accurate the successful registrations are with each
method, we also compute the mean (Err. M) and standard
deviation (Err. SD) of the geometric error over all the true
positive cases. All methods were tested with images of the
same resolution (480 pixels in the shortest dimension, as
required by ESAC). The 10 pixel threshold corresponds to
approximately 1.5% of the image width.

To avoid making comparisons between potentially erro-
neous poses from the COLMAP reference, each reference
registration was visually checked for quality. Ideally, we
would have a higher-quality reference or ground-truth poses
for the test set, which is an area for future work.

The results for all methods on the CG and RS datasets are
shown in Tables 3 and 4, respectively.

5.2.3 Dynamic localization

As we have seen in the previous section, the ESAC and Active
Search localization approaches both appear promising for
localizing sport spectators. However, in our RS dataset, we
only evaluated with images of an empty stadium (for both
reconstruction and localization). The accuracy results we pre-
viously saw from ESAC showed small errors, which suggest
a very accurate alignment to the poses from the COLMAP
reference, from which that method was trained.
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Table 3 Error and success rate of localization approaches on the CG
dataset

Dataset = CG, Test set size = 10

ESAC (4 experts) Active BoWw COLMAP

search (reference)
# Reported 10 0 4 7
# Actual 6 0 3 7
Err. M (px) 1.67 - 6.99 -
Err. SD (px) 0.86 - 3.04 -

Table 4 Error and success rate of localization approaches on the RS
dataset

Dataset = RS, Test set size = 225

ESAC (4 experts) Active Bow COLMAP
search (reference)
# Reported 225 215 161 221
# Actual 209 203 119 221
Err. M (px) 191 3.27 343 -
Err. SD (px) 1.68 2.00 1.81 -

We present a qualitative view of how these results would
be visualized in a realistic scenario, with reconstruction made
from images of an empty stadium, and localization images
taken under different dynamic conditions, such as changes
in lighting and the presence of spectators. For these tests, we
use different images from those previously used, captured
during a live rugby game.

As shown in Fig. 8, we can see that both the Active search
and ESAC approaches have the potential to produce highly
accurate localization. As we do not have ground-truth poses
for these additional images, we are unable to perform more
evaluation on the accuracy. However, upon visual inspec-
tion of the projected points in Fig. 8, both methods produce
very similar results with good overall alignment of the sparse
model to the image. Though these results appear promising,
a more thorough evaluation of the effects of the dynamic
elements would be needed in the future.

Dynamic rugby stadium To test our method in a more
realistic scenario, we extended a dataset which contains
hand-annotated reference points for each image which can
be used as an independent reference to measure reprojection
error [54]. The dataset is captured in the same rugby stadium
environment from previous experiments and is split by three
conditions to test this environment in a range of different
dynamic complexity: Empty, Semi-crowded and Crowded.

We then ran our experiment again across all four localiza-
tion approaches and present the resulting reprojection errors
in Tables 5, 6 and 7. We used the same error metrics out-
lined in Sect. 5.2.2, with a threshold of 1.5% of the image
width as before (10.8 pixels for Empty cases and 28.8 pixels
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Fig. 8 Qualitative results of localization in a dynamic stadium with spectators, and different lighting (Rugby Stadium—Crowded dataset). Both
ESAC and Active search produce very similar results when aligning the sparse point cloud with the image using the pose outputs

Fig.9 Samples from our second Rugby Stadium dataset, extended with three conditions. Left to right: Empty, Semi-crowded, and Crowded

Table 5 Localization results on

Dataset = Empty, Test set size = 15, Err thresh = 10.8 px

the empty rugby stadium dataset

ESAC (4 experts) Active search BoW COLMAP
# Reported 15 14 14 15
# Actual 15 14 11 15
Err. M (px) 2.87 3.34 3.77 4.72
Err. SD (px) 0.76 0.87 1.70 1.05

for Semi-crowded and Crowded cases). And example image
from each sub-dataset is shown in Fig. 9.

6 Discussion

In this section, we discuss the results of our evaluation on
tracking and localization, a comparison of the tracking com-
ponent with ORB-SLAM?2 and the limitations of our system.

6.1 Real-data tracking

When compared to ORB-SLAM?2 [12,47], our system is
able to track successfully more often. Most notably, ORB-
SLAM?2 was unable to initialize reliably in the stadium test
videos when 1000 ORB features per frame were used, though
initialization was successful with 2000 features. However,
even with this many features, tracking was lost shortly after
initialization on the Stadium A and B sequences.

In the Stadium environment, there are many repetitive fea-
tures from empty seats in the stands. ORB-SLAM?2’s failure
to initialize could be due to its use of a feature vocabulary
that quantizes the descriptor space too coarsely, combined
with an over-reliance on feature matching during tracking.

In our SPLAT-based system, we only use a feature vocabu-
lary during relocalization and track features frame-to-frame
with KLT, which relies less on correct descriptor matching
under these challenging conditions.

In the Court environment, both approaches work reason-
ably well, but interestingly both approaches seem to perform
better with 1000 features per frame. This could be due to the
relatively low resolution of the images compared to the num-
ber of features. An increased number of features can solve
some problems, as in the ORB-SLAM?2 Stadium cases, but
in other scenarios may add unnecessary noise to the feature
matching processes by detecting ORB features at less dom-
inant keypoints.

One apparent limitation of our system is that we can see
three instances where tracking appears to become less robust
after the relocalization point in Court B and C. While both
approaches could successfully relocalize, our approach lost
tracking for some frames in some instances. This could be due
to the lack of matches to the existing map points after relo-
calization. During tracking, and before a tracking failure, our
system is usually able to maintain many 2D-to-3D matches
aided by the robustness of the KLT tracking. However, after a
tracking failure fewer matches could be re-established using
our vocabulary tree-based relocalization approach. For future
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Table 6 Localization results on

Dataset = Semicrowded, Test set size = 32, Err. thresh = 28.8 px

the semi-crowded rugby

stadium dataset ESAC (4 experts) Active search BoWw COLMAP
# Reported 32 28 10 32
# Actual 29 22 0 12
Err. M (px) 11.39 11.94 - 21.08
Err. SD (px) 5.52 4.48 - 6.22

Table 7 Localization results on
the crowded rugby stadium

Dataset = Crowded, Test set size = 14, Err. thresh = 28.8 px

dataset ESAC (4 experts) Active search BoW COLMAP
# Reported 14 10 3 14
# Actual 12 10 0 7
Err. M (px) 12.68 12.28 - 16.07
Err. SD (px) 5.78 6.37 - 6.15

work, this could be improved such as by using an Active
search [55]-based relocalization approach to establish more
correspondences.

6.2 Synthetic data tracking

The ATE results for ORB-SLAM?2 suggest that increasing
the space size beyond 10 units introduces large variations in
the ATE. Looking at the RPE metric, there is a more steady
increase of error up to approximately radius 15, which is
similar to the point where previous work found the tracking
rate of ORB-SLAM?2 began to fail [13]. The large variations
beyond this point are likely due to early tracking failure,
resulting in fewer successfully tracked frames to compare
with the reference poses. Overall, the results suggest that
SPLAT has a lower pose error with both metrics. The error
remains low with respect to space size, without suffering from
the steady RPE error scaling exhibited by ORB-SLAM?2.

6.3 Stadium localization

The active search method of [43] produced robust registra-
tion with the RS dataset, with a higher success rate compared
to our BoW results, and with a faster localization time. How-
ever, active search failed completely on the CG dataset likely
due to the low number of points in the sparse model.

In our initial testing, many results from active search were
reported as ‘successfully registered,” while the point render-
ings were noticeably misaligned. This could be because the
provided active search implementation computes both intrin-
sic and extrinsic camera parameters, and often incorrectly
estimates large skew values in the intrinsic matrix. For this
reason, we modified the original implementation of active
search to use the same PnP solver as our BoW implementa-
tion [50,51]. Using this method, we supply a fixed camera
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matrix and estimate the pose directly, achieving more con-
sistent results.

To compare the accuracy between the three methods we
make three comparisons, so we must account for this. We
start with a typical threshold of p = .05 and apply Bonferroni
correction to get an adjusted threshold of p = .016. As each
method has the potential to succeed or fail on each sample
(producing no accuracy output), performing a paired test is
impractical. For this reason, we use two-tailed unpaired ¢-
tests here. We compared three groups of accuracy results:
ESAC, Active Search and BoW. ESAC (M =1.91,SD =1.68)
showed significantly lower geometric error when compared
to active search (M = 3.27, SD = 2.00) with p < .0001
and BoW (M = 3.43, SD = 1.81) with p < .0001 in both
cases. However, comparing active search to BoW showed no
significant difference (p = .474).

The smaller error output by ESAC could be due to the
fact that our COLMAP poses are actually a reference and
cannot be regarded as ground-truth. As active search and
BoW compute poses independently of the COLMAP training
poses, their error could be attributed to the noise in the point
cloud, whereas ESAC is trained specifically to replicate the
training poses, and is able to refine the point estimates that
were provided in the form of the scene coordinate images. An
example of successful localization from the ESAC approach
is shown in Fig. 7.

6.3.1 Dynamic stadium localization

The results from this experiment showed that the key state-
of-the-art localization approaches performed well when
localizing under different environmental conditions to those
when the original model was captured. Active Search and
ESAC both performed robustly with high localization suc-
cess rate in all three cases, but ESAC had a higher success
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rate while maintaining a similar level of reprojection error to
Active Search.

The BoW approach was much less robust in these con-
ditions, and most cases had failed due to too few matching
features between the query image and the most similar train-
ing image. This result demonstrates that robust localization
is heavily reliant on a good feature matching strategy.

COLMAP performed well with the empty stadium, with
lower success rate on the Semi-crowded and Crowded
datasets showing a higher mean reprojection error. In these
cases, COLMAP was able to produce a localization result
(shown by high values for ‘# Reported‘ metric) with the fail-
ure cases not quite meeting the success threshold of 1.5%
image width. This is likely related to this method using
an internal heuristic for estimating the focal length for the
images, rather than relying on a prior calibration.

Overall we found that the state-of-the-art approaches are
able to localize within these prior-captured SfM environ-
ments even with the addition of dynamic elements, with good
robustness.

7 Conclusion

In this paper, we presented our work on globally localized
tracking of stationary users for AR. We proposed an over-
all pipeline that integrates localization from pre-computed
SfM models with spherical SLAM-based tracking. We com-
pared our localization and tracking method for stationary
users to state-of-the-art ORB-SLAM?2 in two large, open
environments. Furthermore, we investigated the feasibility
of different state-of-the-art localization method for usage in
large sports stadium environments.

The results from comparing our system to ORB-SLAM?2
suggest that our approach can lead to more robust track-
ing, particularly in very large spaces such as sports stadia.
Through our synthetic testing, we saw that our approach
also has the potential to produce more accurate pose results
when the true motion is spherical. We also demonstrated the
feasibility of using our approach in AR scenarios through
implementation of an AR renderer to visualize the registra-
tion of the AR content.

In our evaluation of state-of-the-art localization approaches,
we found that the active search approach [43] performed well,
as did ESAC [31]. We conclude that ESAC may be better
suited to server-based localization with GPUs, whereas the
active search approach has potential to be applied to localiza-
tion on mobile device hardware. BoW may be a better choice
for on-device computations for venues where the capture of
large amount of images is not possible and there is not too
much variations in conditions between the captured dataset
and the testing conditions.

The main limitation of our approach is its restriction to
spherical and stationary movements. The point of our system
is to alleviate the tracking issues that arise in these stationary
scenarios. While we focus on sports spectating in this paper,
there is a typical usage pattern in AR where users are often
stationary when using an AR application [7]. Other appli-
cation scenarios include an audience in a lecture hall and
even tourists that use their mobile phones to access informa-
tion while exploring a single location. However, in all these
scenarios it is possible that users may perform stationary
motion initially, and switch to general motion later (such as
a spectator leaving their seat, for example). However, a more
sophisticated error analysis could automatically detect this
and switch to more traditional SLAM tracking when suffi-
ciently translational movement is detected. Additionally, as
our solution is targeting mobile devices, future work could
investigate making use of internal motion sensors readily
available to improve the tracking results. Another limitation
of our approach is the robustness of tracking after a relocal-
ization has taken place; future work could investigate how
to acquire more correspondences to the existing model to
improve this.
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