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Figure 1: The techniques for user interviews we have investigated in this research. (Left): A traditional face-to-face interview.
The participant must take off their head-mounted display and talk with the interviewer in person. (Centre): The participant
remains immersed within the virtual environment while interviewed. This allows the participant to remain in an environment
they can still see, hear, and interact with, while keeping the interviewer hidden from them. (Right): The interview is conducted
entirely within the virtual environment. The interviewer is represented as an abstract avatar which is controlled by them
remotely using their own head-mounted display and controllers. This hides the identities of both parties throughout the
interview. Note: All individuals in these images are not participants or paper authors.

ABSTRACT
The integration of questionnaires into virtual reality experiences
has recently been proposed as a way to reduce the potential biases
introduced through the negative effects of leaving VR, however
there has been little attention paid to how qualitative interviews
could similarly be integrated into the virtual world for the purposes
of user evaluation. In this paper we explore how conducting in-
terviews within the virtual environment may affect the outcome
of the evaluation and the relationship between participant and
interviewer, and how this may differ with and without visual repre-
sentation of the interviewer through use of an avatar. We conclude
that in-VR interviews are a valid and promising method of data
collection for user evaluation with similar data quality to in-person
interviews, but that the interviewer should have a visual presence in
the environment to maintain their relationship with the participant
and the perceived realism of the environment.
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1 INTRODUCTION
Advancements in interactive and immersive technologies have
prompted researchers to rethink how usability and user evalua-
tion studies can be conducted and how key data collection methods,
such as questionnaires and interviews, can be optimised. For exam-
ple, questionnaires that were once completed with pen and paper
have been recreated digitally, sometimes resulting in higher quality
data due to the extra layer of perceived anonymity by participants
when there is no researcher present [4]. Equally, conducting inter-
views remotely via video-conferencing tools has become common
practice spurred on by the Covid-19 pandemic.

This exploration is particularly alive in the field of Virtual Reality
(VR) [2], in part due to a unique problem inherent in the evaluation
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of VR technologies: participants have to take their VR headset off
before they can complete a pen-and-paper questionnaire. In doing
so, it has been reported that participants may experience a break in
presence characterised by possible disorientation, surprise, and a
lack of body ownership while they readjust to the real world [33],
possibly affecting their perception of the virtual experience before
it. By having participants complete the questionnaire within the
virtual environment (referred to as in-VR) we can reduce or avoid
this break in presence [21, 54], resulting inmore consistent data [61]
and a more enjoyable experience for participants [2].

Despite these benefits, there has been little research into how
this in-VR approach can be adapted to another main component
of usability anduser evaluation: user interviews. Interviews are
a versatile and widely used technique across a range of research
questions, methodologies, and study contexts — ranging from user
interviews for evaluating interactive systems [56], to clinical in-
terviews in psychological research [53], to analysing discourse in
the field of applied linguistics [41], providing insight into the sub-
jective experiences and perspectives of individuals. Subsequently,
interviews are a regular part of user evaluations of virtual and
augmented reality experiences [30, 33, 42, 57].

We are interested in exploring this further as it is possible there
are several benefits in conducting user interviewswithin a virtual
environment. Interviews as part of usability and user evaluations
may be susceptible to the same breaks in presence that question-
naires are [61], and it may be possible that participants are still
disoriented during the interviews. Conducting interviews within
the virtual environment would allow participants to discuss things
that they can still see and interact with rather than relying on their
recollections of this experience, possibly leading to more reliable
and detailed data. Finally, the integration of the interview process
into the virtual environment would increase the possibilities and
potential for remote user testing [55] and stealth assessment [64],
providing a more robust study design.

In this paper we explore how conducting interviews as part of
user evaluations, within and outside a virtual environment, may
affect their sense of spatial presence within the virtual environment,
their rapport and psychological involvement with the interviewer,
and their willingness to critique the experience. This was explored
through mock user evaluation where participants were interviewed
about their experience playing a short VR shooting game either
face-to-face, while the participant kept their VR headset on, or
completely within the virtual world through the use of avatars.
Participants were told that the study was seeking feedback on the
shooting game for further development, however the game had
been developed intentionally poorly in several areas and the study
was actually about how their feedback and experience may change
depending on how the interview was conducted. In addition to
participants’ feedback via the interview, we collected data using
three questionnaires to ascertain their sense of spatial presence
within the environment, their sense of rapport and psychological
involvement with the interviewer, as well as further feedback on
the game.

We found no significant difference in the spatial presence, rap-
port with the interviewer, or likelihood to praise or criticise the
game across the three conditions. However, participants’ psycho-
logical involvement with the interviewer, or empathy and mutual

understanding with them, significantly increased when participants
were able to see the interviewer in person or in the virtual world.
This suggests that, subject to further investigations, in-VR qual-
itative interviews could be a promising method of usability and
user evaluation, potentially on par with face to face interviews.
We also found that those who established stronger rapport with
the interviewer, or knew the interviewer beforehand and already
had pre-established rapport with them, were more likely to give
positive feedback about the game and report feeling present within
it.

To our knowledge this is the first investigation into using immer-
sive technologies for qualitative interviews, and so we conclude
with a discussion and recommendations for how these interviews
can be incorporated into the virtual environment in future research.

2 RELATED WORK
Interviews have several well known benefits as a research method:
they allow access to rich, detailed accounts, permit exploration of
issues that may be too complex to investigate through quantitative
means, provide the ability to understand an individual’s context
and motivations, allow access to verbal and non-verbal cues, and
provide opportunity for follow up and probing of participants’
responses [35, 58].

There are several important factors that can determine the ef-
fectiveness of an interview. One that is paramount is the rapport
between the participant and the interviewer, which is an engaging
and harmonious connection that can exist between two people [22].
Rapport consists of three components: i) mutual attentiveness, or
how interested each interactant is in the actions and words of the
other; ii) positivity, or mutual friendliness; and iii) coordination, or
how “in-sync” the two interactants are in their actions [69]. Two
people experiencing rapport with one another will demonstrate
psychological coordination, symmetry, and closeness that can fa-
cilitate free conversation [5] and thus make the interaction more
enjoyable [19]. This closeness between interviewer and participant
can lead to greater disclosure of sensitive topics [43], resulting in
greater data quality and accuracy.

A related factor is the psychological involvement experienced
between the participant and interviewer, which Biocca et al. [8]
describe as the focal attention each interactant allocates to the other,
manifesting as an increased awareness of the other’s intentions
and emotional states. Establishing this emotional connection can
be crucial in building and sustaining rapport [73], and is also an
important factor in making speakers feel as though they are sharing
the same space [7].

2.1 Remote Interviews and the Effects of Visual
Anonymity

Interviews are not always carried out in person. Some of the earliest
examples of remote interviews are phone interviews, which have
remained a popular research method as they enable geographically-
dispersed populations to participate in research, potentially increas-
ing the diversity of participants [37]. Phone interviews also foster
greater uniformity across participants, are more cost-efficient, and
facilitate faster data gathering than in-person studies [23, 65]. An-
other benefit is that separation between participant and interviewer
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results in greater disclosure of sensitive information [9], and so
phone interviews have been used in awide variety of research topics
where participants desire anonymity such as substance abuse [11],
mental health [52], and reproductive health [24].

These benefits are also presentwhen applied to computer-mediated
experiments where anonymity is maintained, particularly when
researching sensitive topics. In a series of studies comparing face-
to-face to visually anonymous computer-mediated conversations,
Joinson [28] found that participants disclosed significantly more
sensitive information about themselves than those who spoke face-
to-face or without visual anonymity, suggesting a heightened sense
of self-awareness as the cause. Similarly, Greist et al. [18] found that
patients are more likely to report suicidal tendencies to a computer
than to a physician.

Despite these benefits, phone and computer-mediated interviews
are often not opted in qualitative research as the inability for speak-
ers to see each other could limit the development of rapport between
them [46]. The use of videoconferencing solutions such as Skype
or Zoom, has been suggested as possibly resulting in similar levels
of rapport between participant and interviewer as in-person inter-
views [12, 27] while still facilitating the sharing of sensitive infor-
mation [68]. Video interviews can also feel less formal or “daunting”
than in-person visits [73], and thus are often preferred by shy or
introverted participants [48, 63]. However, there are concerns that
videoconferencing may not provide a sufficient environment for
effective communication to occur, particularly when it comes to
sharing visual bodily conversational cues as only the head and some
of the upper body is visible [12, 25, 63].

2.2 Virtually-Mediated Interviews
The recent rise in popularity of virtual reality technologies has
resulted in the development of new “telepresence” platforms that
aim to make it feel as though speakers are physically co-located
with one another. Rather than only capturing the user’s head using
a webcam, as with videoconferencing technologies like Zoom, users
are represented as a virtual avatar that depicts the movements, and
possibly appearance, of their entire body, greatly increasing the
potential for non-verbal communication [17, 50].

In popular platforms such as VRChat [72] these avatars are
player-created, meaning users can depict themselves however they
want without regard to their actual physical appearance. Recent
research has also focused on how to virtually recreate the actual
appearance of users in such environments, either through pre-
constructed 3D scans [3] or live capture of their entire body [49, 51],
resulting in a greater sense of presence between speakers [3, 10, 74].

With these new technologies comes a new way in which we
could consider conducting interviews, and indeed there has been
growing interest in this space, though to our knowledge none so far
have directly addressed qualitative data gathering for the purposes
of user evaluation and usability.

2.2.1 Job Interviews. Adiani et al. [1] proposed the use of a
virtual reality simulator for preparing autistic people for job in-
terviews. The interviewer in this case used a rudimentary AI and
text-to-speech but could respond to the interviewer’s mood through
physiological sensors. They conclude that the virtual interview was

sufficient to prepare interviewees for a real one, though some par-
ticipants expressed feeling discomfort due to the robotic nature of
the interviewer [1].

Kwon et al. [36] similarly explored the use of virtual reality to
simulate job interviews, and also used an AI-controlled interviewer
for this purpose. They found that a virtual job interview could
induce similar levels of anxiety in participants as a face-to-face one,
particularly when the interviewer was depicted realistically, and
that a VR interview was significantly more anxiety-inducing than
one displayed on a laptop.

Noguchi et al. [45] explored how avatars could be introduced
into face-to-face job interviews through the use of a virtual display
over the interviewer’s face. In a comparison of three different in-
terviewers, all of which induced differing levels of nervousness in
participants due to their appearance, it was found that obscuring
the interviewer’s face with either a “diligant” or “gentle” avatar
face could reduce the variance in participant nervousness between
them.

2.2.2 Clinical Interviews. Another popular application of virtual
interviews has been for clinical psychology. An example of this
is the SimSensei Kiosk system [13], which allows users to talk to
a virtual human (either human or AI-controlled) for healthcare
decision support. It was found that participants experienced similar
rapport with an AI-controlled avatar as they did with a human
interviewer, and even experienced more rapport with the avatar
when it was human-controlled. Devault et al. [13] suggest that
this may be because participants felt more comfortable revealing
sensitive information to the avatar than they would with a human
interviewer.

This increased willingness of participants to disclose sensitive
information to virtual humans was confirmed in a follow-up study
by Lucas et al. [38]. Using a similar human avatar to SimSensei
Kiosk, participants were asked a series of questions about clinical
symptoms, and were told that the avatar was speaking to was either
human- or AI-controlled. It was found that those who believed they
were talking to a computer were not only significantly more likely
to disclose sensitive information about themselves, but would also
visibly display more emotions such as sadness during the interview.

In a further follow-up study by Lucas et al. [39], this system was
used to interview military service members about potential post-
traumatic stress disorder symptoms. Participants who spoke to the
AI-controlled avatar were significantly more likely to report symp-
toms than they would in even an anonymised questionnaire, which
the authors link to the rapport developed between the participant
and the virtual interviewer.

2.3 Completing Questionnaires in Virtual
Environments

Though in-VR interviews for user evaluation and usability purposes,
have yet to be investigated, there has been increasing interest in con-
ducting questionnaires within virtual environments in recent years.
Questionnaires have long been a popular method for VR usability
testing, with popular options such as the iGroup Presence Question-
naire [59] and the Simulator Sickness Questionnaire [32] having
been used in several thousand experiments to date. However, the
traditional pen-and-paper approach faces a unique problem when
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applied to virtual reality research: participants have to take off their
head-mounted display before they can complete the questionnaire,
and in doing so are subject to a break in presence when transitioning
from the virtual world to the real one. This break in presence can re-
sult in disorientation and reduced body ownership and control [33],
potentially resulting in less consistent self-reported data [61].

One method that has been proposed to reduce this break in
presence between the experience and its evaluation is to integrate
the questionnaire into the virtual environment [2]. Rather than use
pen and paper, the questionnaire appears as a virtual element that
can be interacted with through the use of controllers [20], hand
gestures [60], or other virtual elements [21]. Schwind et al. [61]
found that this integration can reduce the variation in self-reported
presencemeasures by reducing the disorientation and confusion felt
by participants after the experiment, and Putze et al. [54] found that
in-VR questionnaires can reduce the break in presence associated
with leaving the virtual environment without affecting the self-
reported player experience.

Integrating the questionnaire into the virtual environment can
be taken one step further by actually making it part of the expe-
rience [55], allowing for stealth assessment of the experience or
the user’s achievement [64]. For example, Frommel et al. [16] inte-
grated a questionnaire into a driving game by having participants
drive into their desired responses, and saw higher rates of reported
enjoyment and virtual presence when the game was evaluated this
way. Similarly, Gründling et al. [21] tasked participants with evalu-
ating an archery game by shooting their desired responses with a
virtual bow, and found that this method of answering may reduce
the negative effects of transitioning between the virtual and real
worlds without impairing the questionnaire results.

2.4 Addressing the Research Gap
Thoughwe have seen increasing research on how to best conduct in-
VR questionnaires [2, 21] for user evaluation and usability purposes,
we have yet to see research addressing how qualitative interviews
can likewise be conducted from within the virtual environment.

Existing research on in-VR questionnaires showed that allowing
the participant to keep their VR headset on during an interview
would reduce the break in presence associated with leaving vir-
tual reality [21, 54], while increasing self-reported presence [16]
and reducing the variability of results [61]. Research on phone-
and computer-mediated interviews has shown that introducing a
degree of separation and the perceived sense of anonymity can
allow participants to be more forthcoming in their feedback (and
criticism) [9, 18, 28, 38]. On the other hand, it can limit rapport
and psychological involvement with the interviewer [8, 12, 27, 46],
which in turn can affect disclosure.

Our work aims to address the research gap of conducting in-VR
qualitative interviews for purposes of user evaluation and usability.
In particular, based on the review of existing work, we are inter-
ested in investigating the effects in-VR interviews may have on
spatial presence, rapport and psychological involvement between
participants and the interviewer, and participants’ likelihood of
praising or criticising the game.

3 METHOD
We carried out a study to determine what effects the manner in
which an interview is conducted will have on participants’ sense of
spatial presence, their rapport and psychological involvement with
the interviewer, and the nature of the feedback they provide. It was
crucial that participants were unaware of the study’s true purpose
so as not to influence their results; participants were thus told
that the study was seeking feedback on a virtual reality shooting
game, shown in Figure 2 and described in section 3.1. As part of
this, we asked participants to play the VR game and collected their
feedback through a mock interview which varied in the way it
was presented, as described in subsection 3.3: either face-to-face,
with the participant still immersed in the virtual environment, or
with both participant and interviewer in the virtual environment.
After the interview, participants also filled a series of questionnaires
(see 3.5.5).

This research was approved by [name of university ethics board
redacted to maintain anonymity].

3.1 Virtual Reality Game
In the virtual reality game players were tasked with fending off
increasingly large waves of aliens using a light blaster; this lasted
for 70 seconds and was impossible to fail or complete before this
time, ensuring similar exposure times for all participants before the
post-game interview.

The game was purposefully developed to contradict what is
considered ‘good’ game design in several areas:

• Graphics:
– The aliens were incorrectly made semi-transparent so that
various body parts visibly clipped through each other.

– The gun and enemy meshes were much higher fidelity
than the environment, causing visual inconsistency.

– The user interface contained several misspelled words.
• Audio:
– The background music was a particularly loud “dubstep”
track, chosen to be repetitive and grating.

– The light blaster only had one sound effect that played
identically every time the gun was fired, quickly becoming
repetitive as the game required rapid fire.

– The enemies didn’t make any sounds other than their
blaster fire.

• Gameplay:
– The scoring system was inconsistent; points awarded per
kill were semi-randomised, headshotswere randomly given
without regard to hit registration, and points would be
randomly withdrawn for imaginary infractions.

– The aliens were programmed to always miss the player
with their return fire.

– Collision detection on the player’s bullets had a low update
rate so that they would occasionally go through enemies.

These deficiencies were purposefully included to ensure that the
participant would have negative aspects to discuss in the post-game
questionnaires and interview. Still, consideration was given to make
the game enjoyable and aesthetically pleasing to, likewise ensure
there would be positive aspects of the experience to discuss; for
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Figure 2: The virtual reality game participants played as part of our study. Using a light blaster, players had to fend off
increasingly large waves of alien creatures. (Right): The avatar that would appear to interview participants after they had
completed the game. This was designed to be visually coherent with the game environment.

example, much work was put into the look and feel of the gun to
make it satisfying to fire.

3.2 Study Procedure
Each study session followed the phases described below .

(1) Onboarding: Participants were first given an information
sheet explaining that the purpose of the study was to test a
short VR game we had developed and provide feedback to
guide future development. As mentioned earlier, our study
involved incomplete disclosure (a form of deception) as we
withheld information about the actual study purpose in order
to prevent biasing the results. Participants were then asked
to complete a short demographics questionnaire.

(2) Demographic Questionnaire: Participants completed a
short questionnaire asking for their demographic informa-
tion, including their susceptibility to simulator sickness; par-
ticipants with a prior history of adverse effects were excluded
from further testing.

(3) VR Game: After a brief explanation of the controls, partici-
pants played the short VR game described in subsection 3.1
where they were asked to fend off an increasingly large
number of alien creatures. The game lasted 70 seconds and
was impossible to fail or complete before this time, ensur-
ing a consistent exposure time for all participants. Partic-
ipants were told before the game started that they would
be interviewed afterwards and how this interview would be
conducted.

(4) Post-Game Interview: A short interview was then con-
ducted, which we henceforth refer to as the post-game in-
terview, to ask about participants’ thoughts on the game.
The manner in which each interview was conducted follow-
ing one of the three conditions described in subsection 3.3,
with one condition randomly assigned per participant and
an equal number of participants per condition. Participants
were informed when the interview was about to begin and to
either take their headset off or leave it on depending on the
study condition. All interviews were conducted in English.

(5) Post-Game Questionnaires: After the interview was com-
pleted, participants were then asked to complete a question-
naire to gather quantitative feedback about their experience
with the game and during the interview. To ensure consis-
tency between the three conditions this was administered
on a standard desktop display, requiring all participants to
remove themselves from the virtual environment before com-
pleting it.

(6) Debrief: After completing the questionnaire, but before re-
sponses were submitted, participants were verbally debriefed
on the true nature of the task: that we were interested in the
nature of their responses rather than looking for feedback
on the game. Participants were given the option to withdraw
from the study at this point if they were unhappy with this
deception or the responses they gave, though none chose to
do so.

3.3 Conditions
The core part of our study was a post-game interview conducted
after participants had played the game. We were interested in how
conducting the interview from within the virtual environment may
affect participants’ sense of spatial presence, their ability to establish
rapport and psychological involvement with the interviewer and
their feedback on the game i.e. willingness to provide criticism or
praise.

We varied the manner in which the post-game interview was
conducted in three different conditions. These were as follows:

• The Face-to-Face Condition: The post-game interviewwas
conducted in person with a human interviewer.

• The Immersed Condition: The participant remained im-
mersed within the virtual environment throughout the inter-
view. The interviewer was physically present and speaking
to the participant normally, however there was no represen-
tation of the interviewer within the virtual environment.

• The Avatar Condition: The interview was conducted com-
pletely within the virtual environment. The interviewerwore
their own HMD and were shown as a character within the
game, pictured in Figure 2, which had an articulated head
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and arms to allow for basic body gestures. The participant
was likewise represented by their own avatar. The partic-
ipant and interviewer communicated through integrated
voice chat using the microphones and speakers embedded
in their respective head-mounted displays.

The study utilised a between-subjects design and so each participant
was only exposed to one condition, and thus only completed one
interview. The same interviewer was used for all participants across
all conditions, while another member of the research team (the
‘facilitator’) greeted participants in person and guided them through
all phases of the study session.

In all conditions the interview was the participants’ first en-
counter with the interviewer in the session. To ensure the inter-
viewer was not seen outside the VR environment, the interviewer
entered the room after the participant put on their head-mounted
display and left as soon as the interview had concluded in the Im-
mersed condition, or was located in a separate room for the Avatar
condition.

3.4 Research Questions
In conducting this research we aimed to answer the following
questions:

• (RQ1):Would conducting interviews within the virtual en-
vironment, as in the Immersed and Avatar conditions, affect
participants’ sense of spatial presence?

Based on existing research on conducting in-VR questionnaires we
expected that having the participant keep their VR headset on dur-
ing the interview, as in the Immersed and Avatar conditions, would
reduce or remove the break in presence associated with leaving
virtual reality [21, 54] while increasing self-reported presence [16]
and reducing the variability of results [61].

• (RQ2):Would visually obscuring the interviewer from the
participant in the Immersed and Avatar conditions affect the
participant’s ability to establish rapport?

By having the participant keep their VR headset on during the
interview, their view of the interviewer is obscured, making con-
versation similar to a phone- or computer-mediated interview. As
with these mediated interviews, we thus expected that participants
in the Immersed condition would have a limited ability to develop
rapport with the interviewer [12, 27, 46]. We also expected that the
Avatar condition would alleviate this loss of rapport by reintroduc-
ing a visual representation of the interviewer, resulting in similar
levels of rapport as that of a face-to-face conversation [13].

• (RQ3):Would visually obscuring the interviewer from the
participant in the Immersed and Avatar conditions affect the
participant’s ability to establish psychological involvement?

As with rapport, we expected that it would be difficult for the
participant and interviewer to gauge each other’s emotional and
attentional state in the Immersed and Avatar conditions when they
cannot see each other [8], resulting in reduced psychological in-
volvement in these conditions, though this may be mitigated in the
Avatar condition which reintroduces several non-verbal cues such
as gestures [38].

• (RQ4):Would visually obscuring the interviewer from the
participant in the Immersed and Avatar conditions result in

the participant providing more criticism about the game than
if the interview was conducted face-to-face?

Prior research has shown that participants are more forthcoming
about sensitive issues when interviews are conducted via phone or
a computer due to an increased sense of anonymity [9, 18, 28, 38].
Based on this, we expected that participants will be more forth-
coming with criticism about the game in the Immersed and Avatar
conditions than in the Face-to-Face condition.

3.5 Measures
This research used a mixed-methods design, utilising both quanti-
tative and qualitative data gathering methods to obtain a detailed
understanding of participants’ overall experience and in particular
with regards to the interview process and its impact.

3.5.1 Demographic Information. Participants were asked for
their age, gender, prior experience with video games (Weekly /
Monthly / Yearly / Rarely / Never) and prior experience with virtual
reality (Weekly / Monthly / Yearly / Rarely / Never).

The demographic questionnaire also asked participants if they
had prior history of simulator sickness or significant motion sick-
ness; if so, they would have been excluded from further testing,
though this was found not to be necessary.

3.5.2 Post-Game Interview. Each interview was recorded and
transcribed, and was also timed to determine if their length differed
between conditions.

We used a semi-structured approach where the interviewer was
free to pursue additional lines of inquiry, but always followed an
interview script with a set of questions that were asked to all par-
ticipants:

(1) How was your overall experience playing the game?
(2) What did you think of the gameplay?
(3) What did you think of the graphics?
(4) What did you think of the audio?
(5) Do you have anything additional to add?

The interviewer’s demeanour was polite and informal but to the
point. They always introduced themselves at the beginning of each
interview and thanked the participants for playing the game and
offering their feedback. At the end of each interview, they always
asked if there was anything else the participants wanted to add and
then thanked the participants for their time.

3.5.3 Sentiment Analysis. SentiStrength [66] was used to anal-
yse the sentiment expressed in the open feedback on the game
within the questionnaire, as well as individual statements in the
interview transcript. No training or adjustments were made to the
SentiStrength algorithm or corpus. Accordingly, two sentiment
strengths were reported on a scale of 1 (not negative) to -5 (ex-
tremely negative), and 1 (not positive) to 5 (extremely positive). A
strength of [-1, 1] was considered neutral.

3.5.4 Praise and Criticism. Phrases from the participant re-
sponses were coded either as ‘praise’, ‘criticism’ or ‘neutral’ with
respect to the feedback they were providing on the game. While
sentiment analysis provided insights about the mood or emotional
tone of the interviews and open questions on the questionnaire,
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analysing praise and criticism accounted for the specialised ter-
minology of VR technology and VR games used by participants,
which is not accurately analysed with off-the-shelf sentiment anal-
ysis software such as SentiStrength. Sentiment analysis software
must be specifically designed and trained to identify praise and
criticism, requiring additional semantic rules and a curated lexicon
drawn from the relevant domain (e.g., [67]).

If a participant described an aspect of the game that they ‘liked’,
‘enjoyed’, or mentioned that something was ‘good’, ‘fun’, or ‘cool’
we coded that phrase as praise, for example: “That was fun,” or “... I
like that there’s not too much movement involved”. If a participant
described feeling uncertain about a feature in the game, or that
something was too taxing, or mentioned something that they did
not like, we coded that phrase as criticism. For example: “my finger
started hurting,” or “you can’t tell whether they’re dying.”

There were many instances of participants making suggestions
about alternative designs or extensions to the existing game de-
sign. These were coded as ‘neutral’, unless the statement was very
clearly addressing what was seen as a shortcoming in the game, for
example, “it’s better to have the two guns to shoot in different ways,
so it’s more kind of active” was coded as criticism, whereas “two
guns or something would be quite nice,” was not. To ensure reliabil-
ity and mitigate researcher bias each author independently coded
randomly assigned interviews for praise and criticism feedback.
Points of difference between the researchers’ codes were discussed
to enhance consistency.

Praise and criticism comments were then tallied for each inter-
view. If an interview consisted of an equal proportion of praise and
criticism comments then the interview was considered ‘balanced’.
If an interview consisted of more than 50% praise (or criticism) then
the interview was considered complimentary (or critical), with
70% or more praise (or criticism) comments considered strongly
complimentary (or critical) respectively.

3.5.5 Post-GameQuestionnaires. The post-game questionnaires
consisted of the iGroup Presence Questionnaire (IPQ) [59] to evalu-
ate participants’ sense of spatial presence (or sense of “being there”)
within the virtual environment; the Networked Minds Measure [8]
to measure their psychological involvement (empathy and mutual
understanding) with the interviewer; and a questionnaire by Hall
and Bernieri [22] to measure the participants’ rapport with the
interviewer.

Participants also rated the game’s graphics, audio, and gameplay
to determine if their impression of each was consistent with what
they told the interviewer. Finally, participants were asked to rate
how well they knew the interviewer before this study (“Not at
all”-“Very well”).

All questions used a seven-point Likert scale. The full set of
questionnaires is available in the supplemental material.

3.5.6 Interviewer Reflection. The interviewer took note of their
own experiences in terms of rapport, benefits and challenges and
overall process of conducting the interviews, both in VR and outside
VR. Their reflections on the interview process have been provided
in subsection 4.4.

3.6 Data Analysis
The responses to the post-game questionnaires and interviews
were analysed quantitatively and qualitatively. All 45 post-game
interviews were transcribed and analysed for sentiment and praise
and criticism.

3.6.1 Quantitative Analysis. The data from the spatial presence,
rapport and psychological involvement questionnaires were statisti-
cally analysed. As the Likert scales in our questionnaires represent
ordinal data we used non-parametric Kruskal-Wallis tests in their
analysis (𝑁 = 45, 𝛼 = 0.05). One-way ANOVA was used for other
normally-distributed data, or Kruskal-Wallis tests for non-normal
data, as determined by a Shapiro-Wilkes test. All reported p values
have been adjusted using Bonferroni correction.

3.6.2 Qualitative Analysis. The statements made during the the
interviews and the open questions in the questionnaires were coded
and grouped deductively according to the categories of interest
based on our research questions [6]. Our focus was on identify-
ing patterns in participants’ spontaneous comments about their
first impressions of being interviewed in VR, how they reacted to
the avatar, and how they reacted to remaining in VR while the
interviewer was not represented in the VR environment. To com-
plement the quantitative view (constructed through the statistical
analysis, sentiment analysis, and praise and criticism analysis) the
thematic analysis helps to frame some of the quantitative results
and provides further context for their interpretation.

4 FINDINGS
In this section we present our quantitative results (section 4.2),
qualitative results (section 4.3), and interviewer reflection on the
study (section 4.4).

4.1 Participant Demographics
45 participantswere recruited between the ages of 19 and 57 (M=31.29,
SD=9.38), with 15 experiencing each condition. 31 were male, 10
were female, three were non-binary/gender diverse, and one pre-
ferred not to disclose their gender. Participants identified as Euro-
pean (26), Asian (14), Pacific (2), Latin American (1), Middle Eastern
(1), or Other (3), with a further three preferring not to disclose their
ethnicity.

The majority of participants (29) didn’t know the interviewer
at all before the study. 15 knew them well (rated between 5 and
7), with three of these knowing the interviewer “very well” (rated
7). These participants were evenly distributed between conditions
(five per condition).

Almost all participants had prior experience with video games
(43), with 20 playing them at least once per week. Similarly, most
had tried virtual reality in the past (38), though only five used it on
a weekly basis.

See Appendix A for detailed participant demographic informa-
tion.

4.2 Quantitative Results
This section presents the quantitative results of the post-game
questionnaires (sections 4.2.1– 4.2.4) and interviews (sections 4.2.5
and 4.2.6). Interviews with participants took four minutes and one
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Figure 3: (Left): The spatial presence induced in each condition as represented by mean IPQ scores. No significant different in
induced presence was found between conditions. (Right): The relationship between participants’ prior familiarity with the
interviewer and their reported spatial presence. This relationship was found to be statistically significant.

second on average (SD=1m30s), with one-way ANOVA finding
no significant difference in interview length between conditions
(𝐹 (2, 42) = 0.88, 𝑝 = 0.42).

4.2.1 Spatial Presence. Kruskal-Wallis tests found no significant
difference in the overall IPQ score per condition (𝜒2 = 2.81, 𝑝 =

0.25), nor for the Presence (𝜒2 = 0.59, 𝑝 = 0.74), Spatial Presence
(𝜒2 = 1.81, 𝑝 = 0.40), or Involvement subscales (𝜒2 = 0.93, 𝑝 =

0.63).
A significant difference was found for the rated Realness between

conditions (𝜒2 = 7.19, 𝑝 = 0.03), with Dunn’s test confirming that
Realness scored significantly higher in the Face-to-Face condition
than the Immersed condition (𝑝 = 0.04). No significant difference
was found between the Face-to-Face and Avatar conditions (𝑝 =

1.00) or between the Immersed and Avatar conditions (𝑝 = 0.10),
though a difference was found in the latter comparison before
bonferroni correction (𝑝 = 0.03).

Simple linear regression found that those more familiar with
the interviewer before the study were more likely to report higher
spatial presence within the environment, with the mode IPQScore
= 4.14 * (PriorFamiliarity) found to be statistically significant (𝑅2 =
0.11, 𝐹 (1, 43) = 6.27, 𝛽 = 0.13, 𝑝 = 0.02).

4.2.2 Rapport. A Kruskal-Wallis test found no significant differ-
ence in rapport with the interviewer between conditions (𝜒2 = 2.09,
𝑝 = 0.35). Further tests revealed that the only rapport factor in
which a significant difference was present was how “Friendly” par-
ticipants found the interviewer (𝜒2 = 7.17, 𝑝 = 0.03), with Dunn’s
test showing that those in the Avatar condition found the inter-
viewer significantly friendlier than those in the Immersed condition
(𝑝 = 0.02).

Simple linear regression found a relationship between partici-
pants’ rapport with the interviewer and how well they knew the
interviewer prior to the study, with the model Rapport=5.27 * (Prior-
Familiarity) being statistically significant (𝑅2 = 0.09, 𝐹 (1, 43) = 5.25,
𝛽 = 0.14, 𝑝 = 0.03).

4.2.3 Psychological Involvement. A Kruskal-Wallis test found
a significant difference in the reported Psychological Involvement

between conditions (𝜒2 = 9.61, 𝑝 = 0.01). Dunn’s test confirmed
that psychological involvement was scored significantly higher in
the Face-to-Face condition than the Immersed condition (𝑝 = 0.03)
and significantly higher in the Avatar condition than the Immersed
condition (𝑝 = 0.02). No significant difference in psychological
involvement was found between the Face-to-Face and Avatar con-
ditions (𝑝 = 1.00).

Analysing this difference in psychological involvement further,
another Kruskal-Wallis test found a significant difference in the
empathy induced between conditions (𝜒2 = 8.08, 𝑝 = 0.02), with
Dunn’s test finding a significant difference between the Immersed
and Avatar conditions (𝑝 = 0.02) but not between the Face-to-Face
and Avatar conditions (𝑝 = 1.00) or between the Face-to-Face and
Immersed conditions (𝑝 = 0.10).

Further Kruskal-Wallis tests failed to find any significant differ-
ence in how empathetic the participant felt towards the interviewer
between conditions (𝜒2 = 14.56, 𝑝 = 0.10), however a significant
difference was found in how empathetic the interviewer was per-
ceived to be towards the participant between conditions (𝜒2 = 12.48,
𝑝 < 0.01); Dunn’s test confirmed a significant difference in per-
ceived interviewer empathy between the Face-to-Face and Immersed
conditions (𝑝 < 0.01) and between the Immersed and Avatar con-
ditions (𝑝 = 0.01), but not between the Face-to-Face and Avatar
conditions (𝑝 = 1.00).

Simple linear regression failed to find a significant relationship
between psychological involvement and participants’ prior famil-
iarity with the interviewer (𝑅2 = 0.01, 𝑝 = 0.21).

4.2.4 Game Rating. Participants were asked to score the game’s
graphics, audio, and gameplay on a 7-point Likert scale (1=“very
bad”, 7=“very good”). Kruskal-Wallis tests found no significant
difference in these ratings between conditions for the graphics
(𝜒2 = 2.17, 𝑝 = 0.34), the audio (𝜒2 = 1.00, 𝑝 = 0.61), the gameplay
(𝜒2 = 2.57, p=0.28), or for the mean of all three ratings (𝜒2 = 1.39,
𝑝 = 0.50). T

Simple linear regression found that participants’ prior familiarity
with the interviewer correlated positively with these scores, with
the model OverallScore = 3.81 * (PriorFamiliarity) being found to
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Figure 4: The participant’s perception of their rapport (left) and psychological involvement (right) with the interviewer per
condition. No significant differences in rapport were found, but the reported psychological involvement was significantly
higher in the Face-to-Face and Avatar conditions than in the Immersed condition.

be statistically significant (𝑅2 = 0.14, 𝐹 (1, 43) = 8.24, 𝛽 = 0.24,
𝑝 < 0.01).

After running SentiStrength [66] on the responses to the open
questions, Kruskal-Wallis tests found no significant difference be-
tween conditions for either positive sentiment (𝜒2 = 1.98, 𝑝 = 0.37)
or negative sentiment (𝜒2 = 0.05, 𝑝 = 0.98).

Simple linear regression found that as with the numerical rating,
the relationship between participants’ prior familiarity with the
interviewer and the positive sentiment expressed in their comments
was found to be statistically significant (𝑅2 = 0.14, 𝐹 (1, 43) = 8.24,
𝛽 = 0.23, 𝑝 = 0.006), with those familiar with the interviewer more
likely to express positive sentiment about the game.

Simple linear regression also found that a participant’s overall
rating of the game was significantly affected by the mean IPQ
score (𝑅2 = 0.43, 𝐹 (1, 43) = 32.94, 𝛽 = 0.1.05, 𝑝 = 8.74𝑒−7), the
participant’s rapport with the interviewer (𝑅2 − 0.32, 𝐹 (1, 43) =

20.51, 𝛽 = 0.80, 𝑝 = 4.65𝑒−5), and the participant’s psychological
involvement with the interviewer (𝑅2 = 0.19, 𝐹 (1, 43) = 11.00,
𝛽 = 0.60, 𝑝 = 0.002).

4.2.5 Post-Game Interview Praise and Criticism. Participants
provided 9.93 pieces of non-neutral feedback per interview on
average (SD = 4.46), of which 47% were praise and 53% criticism
on average (SD = 26%). Kruskal-Wallis tests found no significant
difference in how much feedback was provided per condition (𝑝 =

0.83), nor howmuch of this was praise (𝑝 = 0.28) and howmuchwas
criticism (𝑝 = 0.23). A Chi-Squared test also found no association
between condition and the categorisation of interviews based on
praise and criticism (𝑝 = 0.62).

Simple linear regression found no relationship between partici-
pants’ prior familiarity with the interviewer and how much feed-
back provided (𝑝 = 0.19), how much of this feedback was praise
(𝑝 = 0.08), or how much of this feedback was criticism (𝑝 = 0.08).
However, a significant positive relationship was found between rap-
port and howmuch feedbackwas praise (𝑅2 = 0.18, 𝐹 (1, 43) = 10.83,
𝛽 = 1.69, 𝑝 = 0.002).

The Immersed condition provided the highest number of criticism
comments (n=82), followed by the Avatar (n=78) and Face-to-Face

conditions (n=74). This ordering was consistent with the proportion
of interviews skewed towards criticism in each condition: Immersed
(10/15), Avatar (8/15), and FTF (7/15). Of the interviews skewed to-
wards criticism in the Immersed condition 50% (5/10) were strongly
skewed, compared to 62.5% (5/8) in Avatar and 57.1% (4/7) in FTF.
While these results may not be statistically significant, the pattern
observed does suggest that the Immersed and Avatar conditions
invited more criticism than the Face-to-Face condition.

4.2.6 Post-Game Interview Sentiment. Interviews were pos-
itive overall in general, with a mean positive sentiment of 1.92
(SD=0.31) and a mean negative sentiment of -1.56 (SD=0.22).

Kruskal-Wallis tests found no significant difference in the overall
sentiment expressed between conditions (pos:(𝜒2 = 1.57, 𝑝 = 0.46),
neg:(𝜒2 = 0.04, 𝑝 = 0.98)). A significant difference was found
in the positive sentiment expressed by the interviewer between
conditions (𝜒2 = 9.20, 𝑝 = 0.01), with Dunn’s test confirming that
the interviewer’s sentiment was significantly more positive in the
Avatar condition than the Face-to-Face condition (𝑝 < 0.01). No
significant difference in positive sentiment was found between
the Avatar and Immersed conditions (𝑝 = 0.19) or between the
Face-to-Face and Immersed conditions (𝑝 = 0.75).

4.3 Qualitative Results
Thematic analysis revealed several trends in participant responses
across the interviews and questionnaires.

First, the wealth of criticism we received about the game con-
firmed that there was sufficient content for them to discuss during
the interview:

“I. . .wouldn’t. . . uh. . . choose to play this because. . . yeah
in general. Yeah” - P15 Interview

However, it does appear that some participants felt social pressure
not to criticise the game too much:

“I don’t really wanna... badmouth the game” - P10 In-
terview
“I don’t know if I wanna give you advice” - P38 Inter-
view
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Figure 5: (Left): The numerical rating given to the evaluated game’s gameplay, graphics, and audio. (Right): The percentage of
feedback given in the interviews which was either praise or criticism.

Overall, the participants seemed to exhibit a positive response to
the in-VR interview experience, particularly in theAvatar condition:

“Good way to ask questions rather than talking in per-
son” - P3 Questionnaire
“this is the first time I’ve ever done person-to-person
avatar. . . that is quite fun as well. Nice little additional
aspect.” - P2 Interview
“this is kind of the coolest part actually is being able to
talk to someone that is a green person in VR who is not
a computer” - P45 Interview
“The ability to have a real-time conversation was a new
experience for me in VR, and even having a basic avatar
to interact with and focus my attention on went a long
way towards giving a sense of presence and shared
space.” - P2 Questionnaire

A benefit to this approach was that as participants were still
immersed in the virtual environment during the interview they
were able to discuss things they were still seeing and interacting
with; for example, several participants would hold the virtual gun
up to their face while discussing its visuals, fire it while commenting
on the sound it made, or start scanning their surroundings when
they couldn’t think of something to talk about. In several instances
this allowed participants to make deictic references to aspects of
the environment:

“you can put things in to hide behind so they can’t shoot
you. . . like that block in front of us” - P25 Interview
“I’m very tempted to go over towards that wall and shoot
back in this direction” - P2 Interview
“The text in the middle was saying stuff to me. . . right
now it just says ’Weapon”’ - P28 Interview
“I don’t know if I could’ve ducked down and hidden
behind this thing?” - P45 Interview

A common issue we encountered was that participants often
assumed that the interviewer was part of the game world. This led
to several instances where the participant did not know that they
were supposed to respond to the interviewer’s questions:

“Does it want me to talk back?” - P45 Interview
“Do I answer or is it just pre-recorded?” - P38 Interview

“Am I supposed to respond? Oh, shit. Cool. Sorry.” - P36
Interview

One participant was still confused as to whether they had talked to
a real person, even after the interview had finished:

“I am still unsure on whether it was a person or not” -
P44 Questionnaire

The appearance of the avatar seemed to encourage more in-
teraction and commentary on each other’s representations, often
serving as an icebreaker to initiate conversations. Examples of such
interactions included:

“So is the green thing supposed to be your avatar or...?”
- P12 Interview
“We need a better avatar for you; it doesn’t suit you.” -
P39 Interview

Participants still had access to their virtual ray gun during the
interview which also led to several instances of the interviewer
being shot. This usually happened at the start of the interview
before they realised that the avatar was human-controlled, but in
one case the interviewer was shot halfway through the interview,
indicating a possible dehumanising effect of the avatar:

“Normally in VR games, I enjoy messing with NPCs dur-
ing cutscenes, and during this one, I started to but then
immediately stopped once the conversation started as
I began to feel embarrassed for doing so.” - P44 Ques-
tionnaire

Participants in the Immersed condition expressed feeling a dis-
connect from the interview experience arising from being “in the
other world”. Their remarks included:

“As I started to get asked about the game, I answered
questions about the game which caused me to stop in-
teracting... I felt disconnected from the interviewer, how-
ever, not truly in the game world either.” - P15 Ques-
tionnaire
“rather distracting too having the headset on still feeling
like i was in the other world” - P40 Questionnaire

There was also some disconnect felt by participants in the Avatar
condition as they could not see the facial expressions or judge the
mood of the interviewer other than by listening to their voice:
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Figure 6: How the participants’ overall rating of the game was affected by the induced spatial presence (top left), rapport
with the interviewer (top right), psychological involvement with the interviewer (bottom left), and prior familiarity with the
interviewer (bottom right). All four correlations are statistially significant, implying that the participant’s interaction with the
interviewer has a significant effect on the outcome of the study.

“hard to gauge impressions and things” - P8 Question-
naire

They also felt less obliged to make eye contact with the interviewer:

“A lack of facial expressions made me feel less required
to commit to eye contact.” - P38 Questionnaire

4.4 Interviewer Reflection
Here we turn to the reflection provided by the interviewer, who is
also one of the authors. Due to the reflective nature this section is
written in first person.

Before I provide my reflection, I would like to offer a short posi-
tionality statement. I have an interdisciplinary academic background
(redacted for anonymous review) and based on my research for the
past 15 years, I consider myself an HCI researcher with a primary
focus on (redacted for anonymous review). I have been conducting
interviews (face to face as well as over zoom/teams/skype etc.) as part
of designing and evaluating digital and non-digital interventions for
more than a decade. While I don’t feel I am the best interviewer out
there, I would say that I have a very good sense of when an interview
has been successful, i.e. rapport was established, participants were
comfortable, forthcoming and engaged and line of questioning was
non-biased and informative/relevant to the research topic. Below are

my (summarised) reflections from conducting the 45 post-game inter-
views across the three conditions. I made notes after each individual
interview about how I felt the interview went and any notable events
I could remember from it.

Wearing the headset, I could not consult my interview guide and/or
make notes. Having a piece of paper, a clipboard or a notepad with
our interview questions and prompts usually allows me to check if
all questions have been covered, make notes of key words or non-
verbal cues noted during the interview and acts as a prop for when I
need to create a moment of ‘personal space’ either for myself or the
participant, and this felt lacking.

When I conduct interviews I always consider how I present myself,
not just in terms of introductions, role description and self-disclosure,
but also in terms of overall appearance (choice of attire, formality
etc.). I noted that it was weird, but also nice and convenient in some
way, that I didn’t have to worry about any of the physical appearance
aspects in neither the immersed nor the avatar conditions (in the
latter, I could be doing the interview from my house in my pyjamas
and no one would know), as participants could not see me. While this
felt freeing in some manner, at the same time, I noticed that it took
away from some of the mental preparation that I do before I start an
interview.
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In the avatar condition I couldn’t see how I looked to the partici-
pants. I was aware that my avatar looked more or less the same as
the participants’ avatar but for example, I hadn’t realised that when I
didn’t hold the controllers (note that holding them was not required
to conduct the interview), I was showing armless to the participants. I
only realised this several interviews later when one participant pointed
it out. I found that this made me quite self-conscious and from there
on I started thinking much more about my body posture and making
sure, that e.g. I hold the controllers, that I am not crossing my hands or
putting them behind my back as I wasn’t sure if it would look weird.

I found myself at several times really struggling with the immersed
condition. I was standing or sitting next to the participant but had
no way to make eye contact or get a sense of their facial expressions.
Their head and body were often oriented away from me and several
participants continued shooting or looking around the VR environment
during the interview, which made it quite awkward and felt as though
they were disengaged and disconnected from me. In addition, I was
not able to tell whether they heard or even understood my questions.

At least in the avatar condition I could maintain face gaze; partici-
pants would look around but almost always turn and face me as they
answered the questions. Both our avatars were equally handicapped
by the lack of facial features which in some way put us on equal
footing. Finally, I noted several occasions when my avatar suddenly
appeared in the VR environment for the interview, a participant was
startled or surprised, some offered compliments (e.g. “this is so cool”)
and showed genuine interest to find out how we had made this happen.
I noted how this operated as an ice-breaker with participants that I
had not met before. I found myself nervous and excited, especially in
the first few interviews, to appear as an avatar and pleasantly sur-
prised with people’s reactions and overall how smoothly the interview
went in that condition.

5 DISCUSSION
This work aimed to address the lack of research on conducting
in-VR qualitative interviews for purposes of user evaluation and
usability. It was informed by existing work on integrating question-
naires into virtual environments [61], which has been validated as
an appropriate method of data collection across a wide variety of
studies [21, 47, 60, 62]; and the review of existing literature on re-
mote and virtually-mediated interviews. Based on these, we aimed
to investigate the effects in-VR interviews may have on spatial
presence, rapport and psychological involvement between partici-
pants and the interviewer, and participants’ likelihood of praising
or criticising the game. Our findings and analysis reveal a number
of nuanced effects on how immersion affects the interview process
and several areas for further exploration.

5.1 Spatial Presence
Our first research question was whether conducting the interview
within the virtual environment, as in the Immersed and Avatar
conditions, would affect participants’ perception of spatial presence.
We expected our results here to align with prior research on in-VR
questionnaires which saw increased self-reported presence [16] and
lessened breaks in presence [21, 54] by evaluating the experience
before participants left virtual reality in the Immersed and Avatar

conditions. This was not supported by our questionnaire results as
no differences in presence were found between conditions.

Despite the lack of difference in reported presence between con-
ditions, our qualitative results and the interviewer’s reflections
indicate a noteworthy sense of “disconnect” felt between the in-
terviewer and participants, particularly in the Immersed condition
where the realness of the environment was rated significantly lower.
This suggests that introducing an aspect from outside the game
world — in this case, the interviewer’s disembodied voice — may
have affected participants’ impression of the game world’s realism
and fractured their experience of the virtual environment [40]. The
interesting implication of this result is that the manner in which the
interview is conducted may have some effect on the questionnaire
results.

5.2 Rapport and Psychological Involvement
Our second and third research questions related to whether partici-
pants in the Immersed and Avatar conditions would develop less
rapport and psychological involvement with the interviewer due
to an inability to see them, as has previously been seen in phone-
and computer-mediated interviews [12, 27, 46]. This was partially
supported by our results; while rapport was consistent across con-
ditions, participants in the Immersed condition experienced less
psychological involvement with the interviewer. Our qualitative
analysis and the interviewer reflection suggests this could be due
to an inability to gauge emotions and reactions, which is supported
by prior research on computer-mediated interaction [38]. In con-
trast to the Immersed condition, psychological involvement in the
Avatar condition was similar to the face to face interview which
is a promising finding with regards to the ability to build rapport.
This opens up questions around how in-VR interviewers and in-
terviewees can be visually represented to ensure rapport can be
developed.

A possible explanation for the similarity in rapport across condi-
tions is that our interviews were simply not long enough to build
rapport, which typically develops in four stages: apprehension, ex-
ploration, co-operation, and participation [14]; given our average
interview time of four minutes, it is possible that there was insuf-
ficient time for participants to progress past the “apprehension”
phase, particularly in the Avatar condition where participants were
often taken aback by the avatar’s appearance. The interviewer’s
reflection suggests, however, that this initial surprise was beneficial
as an ‘icebreaker’ with participants that were not known to them.

An interesting result of our work was that only the perceived
empathy of the interviewer differed between conditions, but not
the participants’ empathy towards the interviewer. The implication
here seems to be that having a visual representation of the inter-
viewer makes participants seem more capable of empathy, and that
even an abstract avatar is enough to “humanise” an interviewer in
this way.

However, the avatar’s appearance alone was likely not enough.
We noted incidents of participants shooting the interviewer until
the heard their voice. Some participants also suggested that facial
expressions would have helped with their perception of the inter-
viewer’s mood. This is also supported by prior research showing
preference for more realistic representations of interlocutors in
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virtual environments [3]. It thus seems that avatars may serve as an
acceptable substitute for when mutual empathy is desired, but both
voice and appearance are important for establishing psychologi-
cal involvement between participants and the interviewer. Future
research should investigate the effects that different voices and
avatar representations have on participant rapport, for example if
photorealistic avatars induce more rapport than the abstract one
we chose.

5.3 Critique and Negativity
Our fourth research question was whether conducting the inter-
view within VR would result in more critical feedback about the
game, which was closely related to our expectations on how rap-
port would develop. Our assumption was by not being able to see
the interviewer, participants would feel less pressured to praise
the game and would be more forthcoming with socially sensitive
criticism, as has been seen in phone- and computer-mediated inter-
views [9, 18, 28, 38]. While there was no significant effect between
conditions, we did see the Immersed condition provide the high-
est number of critical comments overall (followed by the Avatar
condition, then Face-to-Face). We also found that participants who
reported higher rapport were more likely to praise the game during
the interview and rate it highly in the questionnaire.

This interestingly contradicts previous research in clinical inter-
views where higher rapport results in increased disclosure [13, 39];
in our study, rapport resulted in decreased disclosure of game de-
fects as honesty in this case had the potential to negatively affect
the social bond that had developed [44]. This raises questions on
whether increased rapport is always appropriate in qualitative re-
search, and how this can be mediated by the appearance (or lack of
appearance) of the avatar [3].

Since no significant results were found with respect to senti-
ment (as discussed in section 4.2.6), we do not see any condition in
which the interview provided a decidedly more negative sentiment
towards the game. Further, our results do not show a relationship
between criticism feedback and negative sentiment in the inter-
views, which implies that in user interviews for usability studies,
for example, the interview could contain critical feedback, without
being a negative experience for the participant and interviewer.

5.4 Effects of Prior Familiarity with the
Interviewer

Though it was not part of our original set of research questions, an
existing relationship between the participant and the interviewer
had a significant effect on the results of the study. The effect of a
prior familiarity was found in the reported spatial presence, rapport,
and the overall game rating, with those more familiar with the
interviewer reporting significantly higher scores in these areas.
Familiarity seems also to affect sentiment of the interviews and open
comments on game feedback: those familiar with the interviewer
exhibited a more positive sentiment about the game. This could
be related to how we introduced our study to participants, giving
them the impression that we were seeking feedback for a game we
had developed.

Prior research has shown that participants are more forthcom-
ing if they believe they will never cross paths with the researcher

again [9], however, we found that familiarity did not significantly af-
fect howmuch feedback was provided or howmuch of this feedback
was praise or criticism. Our qualitative results did show that some
participants were hesitant about giving critical feedback, which
might suggest that user interviews for usability feedback, for exam-
ple, may require more work on behalf of the interviewer to reassure
the participant and make them feel safe about providing criticism.

6 LIMITATIONS AND FUTUREWORK
Our results suggest that there are still many issues to explore with
regards to conducting qualitative interviews within virtual envi-
ronments. Here we discuss the limitations and avenues for future
research.

6.1 Representation of the Virtual Interviewer
In our study all participants were interviewed by the same person
to ensure that any results across our conditions were not affected
by the personality of the chosen interviewer. However, it may be
interesting to determine what effects the interviewer’s personality
and appearance may have had on participants’ rapport with them
and their subsequent responses, and especially the appearance of
their avatar [3].

It may also be worth exploring if altering the interviewer’s voice
has any effect on participant responses. Despite our attempts to hide
the interviewer’s identity in the Immersed and Avatar conditions,
there were instances where the participant immediately recognised
them based on their voice, which as seen from our results may
have pressured them to respond more favourably towards the game.
Masking the interviewer’s voice, for example using a robotic filter,
could provide interesting results by further anonymising them or
altering the participant’s perception of who they are.

6.2 Analysing the Sentiment of Violent Game
Content

SentiStrength’s algorithm was trained on product and movie re-
views [66]. Using SentiStrength for analysing texts from domains
other than what the algorithm has been trained on, e.g., software
engineering or games, does bring some limitations [31], and yet it
remains one of the dominant tools for this work [29].

SentiStrength can be trained on user-defined data, however the
amount of effort required to achieve this in the context of this
study, outweighs the benefits. We encountered similar issues in
our data to those found by Viggiato et al. [71], in that sentiment
in our dataset could be classified incorrectly when a participant
provided positive and negative feedback in a single sentence, or
when words such as ‘gun’ and ‘killed’ were used (which are auto-
matically assigned strong negative sentiment by SentiStrength). We
checked these instances and found that they had little impact on the
overall sentiment score of the interview and so these were ignored.
A more focused corpus of virtual reality game terms for training
the SentiStrength algorithm may yield more accurate results for
interview sentiment.

6.3 Study Design
It is possible that any potential differences in presence across condi-
tionswere limited by our study design. As all participants completed
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the questionnaire in the real world, all experienced the same break
in presence resulting from taking off their headset that is already
known from the literature [33]. Future research could consider com-
paring between conducting the entire study within VR (including
the questionnaire and the interview) and the traditional real-world
approach. Headsets with ‘passthrough’ capability that incorporate
cameras and sensors that allow the user to ‘see’ the real world from
inside their VR environment [34] may offer a more seamless transi-
tion between VR and the real world as another point of comparison
for future work.

A further limitation with regards to our study design was the
short exposure time to the virtual environment. It is possible that
the effects in presence were impacted due to this, but equally it may
be that longer gameplay or interview time could make participants
more susceptible to the negative impacts of VR such as simulator
sickness [15]. Our study also did not consider users with varied
abilities or other needs such as older adults [26]. Further research is
required to investigate the effects and best practice for qualitative
interviews of diverse user groups.

6.4 Further Applications for In-VR Interviews
As this paper was exploratory in nature it would be interesting to
see how the in-VR approach could be applied to different domains.
For example, there has been increasing interest in conducting usabil-
ity studies remotely in recent years, driven in part by the COVID-19
pandemic [70]. These have typically seen any interviews conducted
by videoconferencing applications such as Skype or Zoom, however
the use of in-VR avatars would provide a more interactive way to
conduct this research more connected to the experience being eval-
uated. For several of our interviews the interviewer and participant
were separated by several kilometers, proving the feasibility of this
approach, however it is yet to be seen what affects this might have
on data quality compared to a videoconferencing approach.

Another interesting application of this research is stealth assess-
ment, which is the act of gathering feedback from a participant
without their direct knowledge [64]. Many of our participants in
the Avatar condition did not immediately realise that the avatar
was human-controlled, with several asking if it was an AI. Future
studies could consider capitalising on this by insisting that the in-
terviewer is computer-controlled, and possibly further this illusion
by presenting them as a non-playable character, to determine the
effects this may have on self-disclosure and data quality.

7 CONCLUSION
In this paper we explored how qualitative interviews can be con-
ducted from within the virtual experience they are evaluating. This
was done in two ways: with the participant keeping their virtual
reality headset on while the interviewer was in the room, and by
integrating the interviewer into the virtual experience through the
use of a remotely-controlled avatar.

The effects that in-VR interviewing may have were explored
through the evaluation of a virtual reality shooting game which
included several intentional oversights in its design. Through this
we discovered that in-VR interviews result in similar data quality
and interviewer rapport to face-to-face interviews, but that hav-
ing a visual representation of the interviewer in the environment

is important for maintaining the emotional connection with the
participant and to avoid fracturing the experience and resulting
in a poorer impression of the virtual environment. We also found
that those who established stronger rapport with the interviewer
were more likely to give positive feedback about the game, and that
this was especially true for participants who knew the interviewer
beforehand and already had pre-established rapport with them.

Through this research we have shown that conducting inter-
views virtually is a valid alternative to face-to-face conversations,
either when in-person meetings aren’t available or when partici-
pant anonymity is desired. This opens up a promising avenue for
future research in a variety of fields, however further research is
still required to determine how virtual interviews can best be sup-
ported and ensure the best possible experience for participants and
researchers alike.
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