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A B S T R A C T   

Immersive Virtual Reality (VR) has shown to be effective in general training and learning applications, but 
whether it has potential in understanding and learning complex topics is not well researched. In addition, the role 
of users’ expertise in VR-based learning is not really understood. 

Here we present findings from our purpose-designed immersive VR system and investigation on whether 
experts with theoretical knowledge in a certain domain can develop deep non-verbal comprehension beyond 
pure understanding. Mathematically educated experts as well as non-experts are asked to interact with four- 
dimensional cubes projected into three-dimensional VR space (hypercubes)—an intentional task not found in 
real life. 

In the first of two studies, we validate the feasibility of the principle subject matter, apparatus, and proposed 
measurements with 22 participants. This study is based on a seminal study proposal from the 1970’s. We use the 
results of this first study to inform a second study based on a philosophical thought experiment known as Mary’s 
Room. With 70 participants we investigate experience, interaction, and prior knowledge, in an immersive VR 
learning environment. 

We can show that both experts and non-experts benefit from the immersive interaction with hypercubes. Both 
groups develop a non-verbal comprehension of this theoretical construct. Surprisingly though, experts, with prior 
theoretical knowledge, benefit stronger. 

Our findings have implications for immersive VR learning environments and open a future research space on 
the importance of and relationships between immersive VR, interaction, understanding, comprehension, and 
constructivist learning.   

1. Introduction 

Immersive Virtual Reality (VR) provides us with a powerful tool for 
exploring how learners grasp complex concepts. Since the advent of 
personal computing, researchers from both technical and pedagogical 
backgrounds have explored the potential of computer-supported 
learning. There is a broad range of research with respect to computer- 
supported education, but one field of increasing popularity is that of 
immersive learning environments, especially with an emphasis on 
interactivity (Roussou, 2004; Roussou et al., 2006). VR technology is 
probably the most well known interface enabling immersive environ-
ments and is used in a multitude of application domains (Finkelstein 
et al., 2010; Goedicke et al., 2018; Harman et al., 2017; Nguyen et al., 
2017). One of the key domains for VR is learning and education (Lee and 
Wong, 2008). Here, prior work has already shown VR to be an effective 

tool for education (Merchant et al., 2014) although some researchers 
have identified a general lack of pedagogical guidance in the imple-
mentation of VR learning systems (Fowler, 2015; Johnston et al., 2018). 
A common theme among systems which include pedagogy in their 
development is the identification of constructivist learning as a philos-
ophy that is coherent with VR learning environments (Chee and Hooi, 
2002; Huang et al., 2010; Winterbottom and Blake, 2008). A key 
element of constructivist learning philosophies is interaction with the 
world. This prompts us to raise the broader questions: what role does 
interaction and experience play for immersive VR learning environ-
ments? Similarly, how important is interaction and experience for 
learning in general? While those questions are well researched in gen-
eral terms, they haven’t been studied in-depth for very theoretical, ab-
stract subject matters and also not for the understanding of the 
relationship between immersive VR and deep non-verbal 
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comprehension. This is the focus of our work and holds relevance not 
only for the Human-computer Interaction (HCI) and VR communities, 
but also for those concerned with education and computer-supported 
learning. 

Constructivism presents an approach to education which places the 
learner at the center of the process, and states learning as a constructed 
knowledge gain based on the experiences of the learner —the result of 
an individuals interactions with the world (Hanna et al., 2010). There is 
a large body of work investigating the concept of constructivist learning, 
for instance the extensive work of Jean Piaget, one of the philosophy’s 
original thinkers (Piaget, 1964). Another proponent of constructivist 
approaches was P. Arnold. In 1971 he proposed to utilize early forms of 
VR technology to investigate the practice of constructivist learning 
(Arnold, 1971; 1972). To our knowledge, he was the first proposing a 
very early conception of VR technology to present learners with inter-
active abstract content not otherwise attainable through real-world 
interaction (different object representations in four-dimensional 
space). His hypothesis was that if he allowed one learner to interact 
with the content by manipulating it using actions, and allowed a second 
learner only to view the interactions and the resulting manipulations of 
the content, that only the first learner would be able to achieve what he 
calls a ”deep non-verbal comprehension” of the content, later referred to 
in German by Heinz Von Foerster as ”begreifen” (Von Foerster et al., 
1992). To make their argument scientifically robust, Arnold and v. 
Foerster suggest a task subject matter which hasn’t been experienced by 
people before: four-dimensional space. Unfortunately, this work 
remained in a conceptual state and empirical results have not been 
reported. 

In this work, (1) we report on a study to test the functionality of both 
our purpose-built research system and the measures proposed by Arnold 
(Collins et al., 2018). We also took inspiration from his proposed subject 
matter, four-dimensional space (or 4D space), as an abstract subject 
matter that participants are unlikely to have experienced before. The 
results and lessons learned are used to inform our second, main study. In 
this main study, (2) we investigate the relationship between interactive 
experience and prior knowledge (expertise) in immersive VR learning 
environments. We base our second study on a thought experiment 
known as ”Mary’s Room”, or the knowledge argument, and we are able 
to demonstrate the value of interaction and experience. Again using the 
subject matter of 4D space, we show that experts are able to take more 
advantage of immersive interfaces than laypeople, hence both expertise 
and interaction are necessary to achieve that deep non-verbal compre-
hension (”begreifen”) with implications for the HCI, VR, and 
education-technology communities. 

2. Background 

VR applications targeting the education domain have been studied at 
an increasing rate over the past two decades within the HCI, VR, and 
education communities. 

This is probably due to VR’s unique characteristics which now 
become affordable to implement in a meaningful way in training and 
education, amongst other areas. VR can be defined as a computer- 
generated, three-dimensional environment with which users interact 
in real-time with immediate feedback leading to a sense of presence in 
that environment. 

Of particular interest to learning is the potential for embodied 
interaction, which can be decomposed into its cognitive and functional 
aspects (Salen et al., 2004) for VR. Cognitive interactivity in VR refers to 
the psychological participation and perception of the environment 
leading to presence and other experiences. Functional interactivity, 
mainly in the form of direct manipulation (Nielsen, 2000) of the ele-
ments of the environment refers to immersion, or the degree and fidelity 
of the technical ”surroundedness” of the user/learner. 

As interaction in general, embodied interaction comprises cognitive 
and functional characteristics. Kirsh’s embodied cognition theory 

proposal is grounded in four ideas: (1) that interaction with tools in-
fluences perception and thinking, (2) that thinking is embodied, (3) that 
doing contributes more to knowing than seeing, and (4) that sometimes 
we literally think with things (Kirsh, 2013, pg 3:1). This view can be 
augmented by Kilteni’s (Kilteni et al., 2012) considerations on 
embodiment as ownership, self-location, and agency. The latter, agency, 
as having global motor control, is directly contributing to the functional 
aspects of embodied interaction. For our research we consider both, the 
cognitive and the functional aspects of embodied interaction. 

Training and education using VR systems. The literature can be 
divided into two categories: 1) training systems, and 2) education sys-
tems. Training systems are those designed to train users on specific real 
world tasks, e.g. within the health care domain (Andreatta et al., 2010; 
Gallagher and Cates, 2004; Regenbrecht et al., 2011; Seymour, 2002; 
Sorathia et al., 2017), safety- (Wyk, 2006), navigation- (Bliss et al., 
1997), industry assembly task- (Boud et al., 1999), and pre-flight- 
(Stroud et al., 2005) training. In many cases these works have been 
able to establish robust skill transfer to the real world (Lehmann et al., 
2005). The second category within the literature are those targeting 
education in the purer sense, rather than skill training. 

A recent meta analysis of learning outcomes in K-12 and higher ed-
ucation when applying (desktop-) VR-based instructions analyzed 69 
studies (Merchant et al., 2014) showing that systems were effective in 
terms of gains in learning outcomes. Such systems have targeted subjects 
such as mathematics and spatial thinking (Hauptman, 2010; Song and 
Lee, 2002; Yeh, 2004), health sciences (Nicholson et al., 2006; Shim 
et al., 2003), and language (Yang et al., 2010). However, e.g. Sun et al. 
presented a system for teaching arts curriculum material which students 
engaged with, but did not appear to improve learning gains compared to 
current methods (Sun et al., 2010). Examples for more immersive sys-
tems incorporating haptic feedback for teaching astro-physics concepts 
(Civelek et al., 2014) produced a positive effect on students’ achieve-
ment as well as their motivation, autonomy, and encouragement. A 
further example of immersive VR is found in the work of Izatt et al. who 
present a CAVE system called Neutrino-KAVE to demonstrate neutrino 
physics to students (Izatt et al., 2014) but unfortunately this system was 
not evaluated with users. Limniou et al. also use a CAVE approach to 
teach college students chemistry concepts with students’ understanding 
improving after use of the immersive system (Limniou et al., 2008). 
ScienceSpace is an HMD-based immersive VR project for teaching 
complex and abstract scientific concepts at secondary and college level 
with inconclusive results (Dede et al., 1996). Cheng et al. show 
HMD-based VR to be effective for teaching cultural interactions in the 
context of language learning (Cheng et al., 2017). 

Constructivism in Immersive Virtual Reality. The inconclusive 
results of the examples above indicate that there is a lack of research into 
the underlying pedagogical questions. Researchers have identified a lack 
of pedagogical consideration in immersive VR learning developments 
(Fowler, 2015; Johnston et al., 2018). Of the projects that do integrate 
pedagogical approaches, constructivism and experiential learning are 
common themes. Particular focus has been put on which aspects of 
constructivist learning are afforded by VR technologies, and how aspects 
of learning can be practically implemented in VR systems. E.g. Chee 
et al. present a collaborative, simulation-based desktop VR system 
designed on both experiential and constructivist/socio-constructivist 
principles though the system was not evaluated with users (Chee and 
Hooi, 2002). Peruzza et al. focus on the learner centered aspects of 
constructivist principles as a guide for the implementation of a modular 
desktop VR system demonstrated with physics material which, similarly, 
was not evaluated (Melchiori Peruzza and Zuffo, 2004). 

Recent work (Huang et al., 2010) uses web-based desktop VR tech-
nologies for implementation of educational systems and proposes 
constructivist learning strategies that can be applied when developing 
VR learning environments. They use two case studies to evaluate VR 
learning environments concluding with a discussion of their insights. 
They discovered issues such as environment fidelity (compared to real 
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world), difficulty to implement, and 3D user interface usability issues. 
Recent fully immersive technologies and state of the art computational 
systems are able to address many of these issues. Schwienhorst provides 
a detailed discussion on the concept of learner autonomy and VR in the 
context of computer-assisted language learning (Schwienhorst, 2002). 
Three primary elements are identified as being naturally facilitated by 
VR: 1) awareness, 2) interaction and collaboration, and 3) experimental, 
learner centered environments. The second element here is particularly 
relevant for us. Similarly, Winterbottom identified constructivist 
”practical values” such as atomic simplicity, multiplicity, practical explo-
ration, control, and reflective process, which might inform the design of 
immersive VR learning environments (Winterbottom and Blake, 2004; 
2008). Collins et al. used a VR-based learning environment as the use 
case for a methodology they developed. The methodology leverages 
emotional response measures to evaluate users’ cognitive load and 
spontaneous moments of insight while conducting novel learning tasks 
(Collins et al., 2019). 

The most relevant related work for us is that of Roussou et al. where 
user interaction in immersive virtual learning environments is investi-
gated (Roussou, 2004; Roussou et al., 2006). The conclusion of the work 
suggests that interactivity facilitates (childrens’) problem-solving abili-
ties, but conceptual formations and changes were not effected. Rather, 
passive environments were shown to be more effective for conceptual 
changes. 

Our work follows this path and contributes additional insights on 
immersive virtual learning environments by investigating experience 
and interaction in an immersive Virtual Reality learning environment. 
We investigate the general importance of interaction in immersive vir-
tual learning environments using an abstract subject matter - the 4th 

spatial dimension or 4D space - while also investigating the effect for 
people with expert knowledge compared to laypeople. The findings 
highlight the importance of the interaction component and answer 
questions regarding their feasibility for users of different expertise 
which is important for the future development of computer-supported 
learning environments and the interactions within those environments. 

3. Concept and Implementation 

When investigating learning in empirical studies, we need to 
consider the effect of participants’ existing knowledge to mitigate any 
effect in user studies. In 1971, Arnold proposed to use the rather abstract 
idea of 4D space as subject matter (Arnold, 1971). The assumption is 
that not many people have a firm spatial understanding of 4D space 

making it an ideal subject matter. He proposed an apparatus with a 
stereoscopic VR system as its’ core component. The system should be 
capable of visualizing a 3D projection of a hypercube (a cube in 4D) and 
further allow for direct manipulation of the visualized hypercube in 
real-time. In his original proposal the hypercube, or more precisely its’ 
rotation in 4D, is controlled with six dials and is then rendered on a 
stereoscopic CRT monitor (see Fig. 1 (left)) (Arnold, 1972). Although 
Arnold’s work was revisited at a later date (Von Foerster et al., 1992), 
the actual apparatus and study appear never to have been realized. 

In this work we look specifically at the impact of interaction on 
learning experiences in immersive VR learning environments. Therefore 
we have the following research questions:  

RQ1: Does VR-based, embodied interaction with a specific, theoretical, 
never-experienced before subject matter lead to an understand-
ing of it?  

RQ2: What influence does the relationship between interaction and 
expertise have on learning in VR environments? 

We have implemented two systems to facilitate our investigation. 
The first system we implemented closely to Arnold’s originally described 
system (see Fig. 1 (middle)) and the second system is implemented on 
the same principle, but uses modern immersive VR technology as the 
interactive and visual interface (see Fig. 1 (right)). 

3.1. Subject Matter - Four-dimensional Space 

Most of us are capable of understanding one- (1D), two- (2D), and 
three- dimensional (3D) concepts. We are able to imagine three di-
mensions which exist perpendicular to each other, however, to attempt 
imagining a fourth dimension which maintains perpendicularity with 
the previous three seems near impossible. A hypercube is a 4D cube; all 
edges are the same length, all internal angles are 90 degrees, but where a 
regular cube consists of 8 vertices, 12 edges, and 6 faces, a hypercube 
consists of 16 vertices, 32 edges, and 24 faces (see Fig. 2). A vertex in 4D- 
space is described by 4 coordinates (x,y,z,w). 

We also define transformations, in our case rotation operations, in 
4D. In 3D we use Euler angles or Quaternions to describe rotations. 
Quaternions are robust against the common problem of gimble lock but 
are mathematically more complex. They encode an axis-angle repre-
sentation in four values which can be applied to a 3D point. As object 
representations change between the third and fourth dimensions, so too 
does rotation. Quaternions are only applicable to 3D space, however 

Fig. 1. Experimental Setups - Historic and Modern Left: the original setup proposed by Arnold has a user sitting at a station with dials for manipulating a 4-Dimensional cube 
and a stereoscopic viewing platform for visualization of the resulting user manipulations. Middle: our implementation of Arnold’s original proposal. Right: our implementation of 
the original principle but with modern immersive technology. 
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there are 4D equivalents called Octonions. Octonions are similar to 
quaternions in principle but contain an additional four imaginary 
components (resulting in seven values + one real number). However, 4D 
rotations (Octonions) can be decomposed into a double quaternion 
representation (Cayley, 1894; Perez-Gracia and Thomas, 2016) which 
we take advantage of for our implementation. 

3.2. System 

Our main system for investigating learning in VR is built in Unity3D. 
The main components are the visualization component and the inter-
action component. 

Unity provides different rendering techniques used in our visualiza-
tion component. We use a line renderer to draw the projection of the 
hypercube in 3D. Once the 16 vertices of the hypercube are projected 
from 4D to 3D space (using an orthographic projection), we can draw the 
24 edges by connecting the appropriate vertices in 3D. 

We implement two visual mediums: (1) stereoscopic display, and (2) 
HTC Vive. For the first (originally proposed system (Arnold, 1971; 
1972)), Unity3D’s native stereoscopic support handles the rendering of 
the graphics on a 3D monitor as a stereo-image which the user can view 
by wearing stereoscopic glasses. Our second visual medium is the HTC 
Vive head-mounted display (HMD) which gives operators an immersive 
3D viewing experience of our projected hypercube. This provides an 
advantage over the stereoscopic display approach in that the user can 
observe different perspectives of the hypercube. These two visualization 
techniques form one part of the interactive experience. 

Corresponding to the two visual mediums described above, we have 
implemented two different forms of control for manipulating the hy-
percube: (1) a six dial input device (originally proposed system (Arnold, 
1971; 1972)), and (2) two HTC Vive controllers. Hence, this forms the 
second part of the interactive experience and closes the interactive 
feedback loop (see Fig. 2). Users are able to interact with a hypercube by 
mathematically rotating it, and can view the resulting manipulations in 
3D. 

The six dial device (shown in Fig. 1 (middle)) is driven using a 
Freetronics Leostick (http://www.freetronics.com.au/) which takes 6 
analogue potentiometers as input. Unity3D’s input manager allows us to 
receive the raw input from the Leostick as joystick axes (due to it’s 
configuration) which is then fed into a range transformation operation 
which maps the raw potentiometer values to Euler angles. Unity3D 
contains it’s own quaternion library for converting Euler angles into 
quaternions. We have six input dials that are mapped as Euler angles 

allowing us to generate two separate quaternions which are combined to 
form an octonion (4D rotation matrix) (Perez-Gracia and Thomas, 
2016). The rotation is then applied to the hypercube vertices resulting in 
direct rotational manipulation. 

The second bi-manual interface is the standard HTC Vive controllers. 
Given the precise tracking of the Vive controllers, we are able to access 
the orientation of both controllers in space providing us directly with 
two separate quaternions. 

Based on the implementations above, users are able to manipulate a 
hypercube in two different ways. By turning one of six dials in the first 
approach, a user will be manipulating the hypercube’s rotation about 
one plane in isolation (where there are the six planes). In our second 
approach using VR controllers, each axis of a controller is the equivalent 
of one dial on the board (three axes per controller). Therefore, as the 
user rotates the controllers in their hands, the rotation of the hypercube 
is altered. 

4. Validation and Feasibility: Study 1 

The proposed works of Arnold and v. Foerster (Arnold, 1971; 1972; 
Von Foerster et al., 1992) provided us with the starting point for our 
investigation. As mentioned earlier, we decided to use the subject 
matter, apparatus, and measures proposed by Arnold for our study of 
interaction and experience in immersive VR learning environments. 
Arnold, and later v. Foerster, only presented their work as proposals 
given the limits of technology at the time of publishing. For this reason 
we needed to validate the elements of their work that we intended to use 
for our studies. Throughout previous sections we have elaborated on the 
concept of the fourth spatial dimension and its qualification as subject 
matter for our experiment because it is not a concept that has likely been 
taught to, or learned by the average person. It is certainly not a concept 
we can conceive of just by interacting with the reality around us, 
however, this also makes it more difficult to measure one’s compre-
hension of such a concept. Arnold’s original proposal suggested pre-
senting participants with a set of tasks in order to determine whether 
they had acquired either a ”partial or complete mastery of the situation” 
(Arnold, 1972), though the task descriptions lacked detail. We used 
these broad descriptions to guide the design and implementation of our 
measures. Therefore, the main purpose of this first study was to validate 
our implementations (stereo and immersive) and the measures to inform 
a further study. 

We had the following hypothesis regarding the study: (1) Our 
implementation of Arnold’s measures will be a valid measure of 

Fig. 2. The Interactive Feedback Loop Concept of the Hypercube system: An operator (right) is controlling the rotations of the 4D mathematical cube either by rotating the 
hands in real space (2x3DOF), or turning dials in a board. The manipulated hypercube rotation is then projected into 3D space to be observed by the operator either in an HMD, 
or with 3D glasses on a screen. This implements a closed interactive feedback loop. 
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comprehension. We specifically focused on the concept of comprehen-
sion because it is the part of the learning process referred to by Arnold 
and is indicative of positive learning outcomes. 

4.1. Study Design 

The experiment was a single factor between-participant design with 
two conditions. Our two systems comprised our between-participant 
conditions: (1) the six-dial interface while viewing on a 3D stereo-
scopic display (3D glasses) - desktop experience, and (2) the Vive 
controller interface while viewing with an HMD - immersive experience. 
Participants’ conditions are pre-randomized. We recruited our partici-
pants from the university student and staff populations from a range of 
disciplines with the only inclusion criterion being age (between 18 and 
65). We excluded students affiliated with our research laboratory. 

4.2. Measures 

In the following we describe the collected data and the tools used for 
analysis. 

Demographics Questionnaire. A demographics questionnaire col-
lecting data including age, gender, ethnicity, vision, and prior VR 
experience. 

Self-assessment Knowledge Questionnaire. We designed a short 
knowledge questionnaire presenting two questions intended as a self- 
assessment of the participants’ current understanding of 4D space and 
understanding of the Hypercube (or Tesseract). The items have been: 1) 
”I understand the concept of the fourth spatial dimension”, and 2) ”I 
know what a Hypercube is.” Both items were answered on a Likert-like 
scale from -3 to 3 mapping to ”Not at all”, and ”Very Much”, respec-
tively. The purpose of this short questionnaire was only to get an indi-
cation of how participants feel about how their experiences impact their 
”knowledge” or ”comprehension” of the subject matter. 

Hypercube Assessment Questionnaire. The first of Arnold’s orig-
inal measures is the hypercube assessment questionnaire. The hypoth-
esis was, if a participant is able to distinguish correct and incorrect 
hypercubes from each other, we can say they have likely formed a 
’correct’ internal representation of the construct. Therefore, as a mea-
sure, we created snapshots of hypercubes rotated in various different 
ways which comprise a set of correct hypercubes. We then snapshot 
various different rotated hypercubes with different obscurities 
(rendering impossible hypercubes). Overall, we created 36 total snap-
shots which we printed (six per page) to form the paper-based hypercube 
assessment. The form asks participants to tick only hypercubes they 
believe to be correct. 

Ghostcube Matching Task. The second of Arnold’s measures was 

the ghostcube matching task. A user is presented with two hypercubes in 
a system, and they had to manipulate one to match the other. It was 
hypothesized that effective performance on this task is further indicative 
of whether a participant had a ’correct’ internal representation of a 
hypercube. We implemented this task in Unity and set an upper time 
limit of 10 minutes to solve one hypercube. 

4.3. Procedure 

Upon arrival, we welcomed participants, introduced them to the 
study, gave them a consent form and if agreed, presented the de-
mographics questionnaire. Before beginning the study, participants had 
to answer the knowledge questionnaire in order to help determine their 
current knowledge of our subject matter—4D space and the hypercube 
(Fig. 3-KQ(1)). We then presented to each participant a short explana-
tory video (Fig. 3-A) introducing participants to the context of the 
subject matter, 4D space and the hypercube. Assuming little prior 
knowledge among the participants the video aimed to establish a com-
mon base knowledge among the participants as the video went beyond 
what can be assumed common or general knowledge of 4D space. After 
watching the video, we again presented the self-assessment knowledge 
questionnaire (Fig. 3-KQ(2)). At this stage participants diverged into 
their pre-randomized condition in which they experienced the hyper-
cube on their assigned system, either desktop experience (Fig. 3-B1) or 
immersive experience (Fig. 3-B2), for a five minute period where they 
were asked to interact with the hypercube with the aim of ’grasping’ the 
construct. Participants were then asked, for the third and final time, to 
fill out the self-assessment knowledge questionnaire (Fig. 3-KQ(3)) fol-
lowed by the hypercube assessment questionnaire described earlier 
(Fig. 3-C). The final task for participants before being released was the 
ghostcube matching task (Fig. 3-D). All participants performed this task 
in the immersive system (HTC Vive). 

There was an upper time limit of 10 minutes to complete the task. 
Time limits were required because: 1) we wanted to mitigate for simu-
lator sickness, 2) the study cannot run for too long due to ethical con-
straints, and 3) if it turned out that most users of the system could not 
complete one matching task in 10 minutes, we would have needed to 
rethink the task itself. Based on prior observations of the system in use, it 
was decided that 10 minutes was a good starting point. Upon comple-
tion, our test environment automatically stopped and stored their 
participant ID, and the completion time. We asked the participants to 
spend at least two minutes trying to complete the task after which they 
were allowed to give up if they so chose. Finally, we thanked the par-
ticipants, and compensated them for their time. 

Upon closing the final experiment, we decided to improve the val-
idity testing of our paper-based hypercube assessment. We recruited an 

Fig. 3. Study One - Procedure This figure demonstrates the experimental procedure for Study 1. Participants watched a short video, diverged into their conditions, completed 
the hypercube assessment, then all participants attempted the ghostcube matching task in the immersive system. KQ (1), KQ (2), and KQ (3) are the instances at which 
knowledge questionnaires were given to participants. 

J. Collins et al.                                                                                                                                                                                                                                  



International Journal of Human - Computer Studies 152 (2021) 102649

6

additional 11 participants for 10 minutes to fill out the hypercube 
assessment without having any experience at all. We only asked the 
participants to distinguish correct and incorrect 4D cubes (hypercubes) 
from each other. We used the resulting data as a baseline result for our 
hypercube assessment. 

4.4. Results 

Demographics Questionnaire. There were 22 participants (15 
male, 7 female) in total with a mean age of 25.9. All participants 
completed the experiment in full with only one participant giving up in 
the final ghostcube task. 

Self-assessment Knowledge Questionnaire. Likert-scales were 
mapped to a 1-7 range. Questionnaire data was of a non-parametric 
distribution (Shapiro-Wilk). Wilcoxon Signed-rank tests showed a sig-
nificant increase in reported ratings between the first and second in-
stances for both questions (Q1: first instance median = 3.0, second 
instance median = 5.0, p < 0.01; Q2: first instance median = 1.0, second 
instance median = 6.0, p < 0.01). No significance was shown between 
the second and third instances (Q1: third instance median = 6.0; Q2: 
third instance median = 6.0; p > 0.05). 

Significance tests for independent groups revealed the stereo group 
increased significantly between the first and second instances for both 
questions (p < 0.05) but not between second and third instances (Stereo 
Q1: first instance median = 3.0, second instance median = 5.0, third 
instance median = 6.0; Stereo Q2: first instance median = 4.0, second 
instance median = 6.0, third instance median = 6.0). These results were 
supported by a Friedman’s ANOVA (First Question: X2(2) = 13.15, p <
0.01, Second Question: X2(2) = 16.424, p < 0.01). The immersive group 
reported significant increases across the first and second instances for 
both questions (p < 0.05) and also increases across the second and third 
instances (p < 0.05) for Q2 only (Immersive Q1: first instance median =
2.0, second instance median = 5.0, third instance median = 6.0; 
Immersive Q2: first instance median = 1.0, second instance median =
5.0, third instance median = 6.0). For the rest, no significance was found 
(p > 0.05). A Friedman’s ANOVA confirmed these results (First Ques-
tion: X2(2) = 17.684, p < 0.01, Second Question: X2(2) = 17.897, p <
0.01). 

Hypercube Assessment Questionnaire. The assessment data is 
analyzed in terms of Positive Prediction Power (PPP) and Negative 
Prediction Power (NPP) which is considered to be a measure of accuracy 
(Szalma et al., 2006). Fig. 4 (left) and Fig. 4 (middle) show the mean PPP 
and NPP values respectively, for each condition. 

A participant could tick any given hypercube they perceive to be 
correct whether it is correct or incorrect. This is accounted for in a 

proposal (Szalma et al., 2006) where it is stated that performance can be 
measured in terms of Positive Predictive Power (PPP) and Negative 
Predictive Power (NPP). A participant that ticked all the correct cubes, 
and none of the incorrect cubes received a PPP value of 1.0 and simi-
larly, a participant that left all incorrect hypercubes unticked and left no 
correct hypercubes unticked received a NPP value of 1.0. 

A Shapiro-Wilk test revealed a parametric distribution. A t-test did 
not reveal any significant differences in the PPP/NPP results of the 
stereo (M=0.65/0.80, S.D=0.22/0.08) and immersive (M=0.52/0.79, S. 
D=0.15/0.09) groups (p > 0.05). 

The additional 11 participants recruited after the initial part of the 
study were asked to tick pictures they believed were possible/correct 4D 
cubes. This formed, in essence, an additional participant group for this 
assessment only. The reason we did this is to further inform us of the 
sensitivity of the assessment as a measure. The untrained group scored 
lower mean scores than both original groups for each of PPP and NPP 
(M=0.46/0.72, S.D=0.09/0.05). A t-test revealed significance between 
the desktop (stereo) and untrained group (p < 0.05) for both PPP and 
NPP. No significance was found between the immersive and untrained 
groups (p > 0.05). We applied an ANOVA which confirmed a significant 
effect of our conditions on participants’ PPP performance on the 
assessment (F(2,30) = 3.53, p < 0.05, ω = 0.37), but not for NPP (F 
(2,30) = 2.71, p > 0.05, ω = 0.28). 

Ghostcube Matching Task. All but two participants completed the 
ghostcube matching task. One participant gave up early and one ran out 
of the allotted time. These times were excluded from the completion 
time analysis. Both of these participants were in the stereo condition 
stream. Upon completion, participants’ completion times are recorded 
in seconds. Shapiro-Wilk tests revealed a non-parametric distribution. A 
Mann-Whitney U test did not reveal significant differences in the 
completion times between the groups (Stereo median time = 281.0, 
immersive median time = 220.0, p > 0.05). Fig. 4 (right) presents the 
ghostcube results. 

4.5. Discussion of Results 

The main purpose of this study was to validate the subject matter, 
implementation, and measurements proposed by Arnold. Arnold’s 
measures seemed to be effective, although they should be altered to 
improve sensitivity. We were able to apply our insights from the study to 
improve the measures for our next experiment. 

For the self-assessed knowledge questionnaire, we found an expected 
increase in self-perceived understanding of both 4D-space and the hy-
percube construct for all users. Both groups reported significant in-
creases between the beginning of the study and after watching the video. 

Fig. 4. Study One - Results Positive and Negative Prediction Power (PPP/NPP) scores for the first and second hypercube assessments (left and right respectively). Significance 
is found between the stereo (desktop) and untrained groups but no significance is found in other group comparisons. No significant differences found between immersive and 
desktop groups’ ghostcube completion times (right). 
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The immersive group also reported a significant increase on the third 
instance after the exposure for the statement ”I know what a hypercube 
is”. We attribute this to the immersiveness of the system which provides 
participants with higher visualization fidelity and perhaps more 
importantly, a more ”intuitive” or ”embodied” interaction metaphor as 
compared to the desktop system. This measure provided us with broad 
insight which is useful to give an indication of a participant’s perception 
of their own comprehension. 

The hypercube assessment was one of our primary validation targets. 
While the desktop group scored an observably higher positive prediction 
power (see Fig. 4 (left)), no significant differences were found between 
the two groups for either of positive or negative prediction power. The 
desktop group did however score significantly higher than the added 
untrained group, but no significance was found between the untrained 
and the immersive groups. The hypercube questionnaire was presented 
to participants on paper (2D), and the 2.5D (2 X 2D) nature of the 
desktop visual medium means that group are seeing a correct hypercube 
representation rendered closer to what they are presented on the paper 
questionnaire. This demonstrated that the tool is measuring compre-
hension, albeit we should mention that it leaves room for a confounding 
effect. Thus for future studies, we recommend to do the hypercube 
assessment using similar visual medium as the expertise to reduce the 
effect of the similarity between the experience and the assessment. 

We had all participants attempt the ghostcube matching task in the 
immersive system to assess how one groups experience would impact 
their performance or apparent comprehension on a different medium. 
The expected outcome from this was that the immersive group would be 
significantly faster at completing the task (given their experience con-
dition), but while they had a slightly lower mean time, no significance 
was found. This measure is likely a valuable tool for measuring 
comprehension, but like the hypercube questionnaire, it requires 
reworking to improve sensitivity. In particular, we realised that we 
should show different ghostcubes with increasing difficulty to have a 
better sensitivity as only showing one ghostcube might give only binary 
results in the worst case (when not solved). We furthermore also wit-
nessed during some demonstrations of our prototype, that some people 
attempted to solve the task by quickly performing many random ori-
entations. Showing many ghostcubes decreases the chance of being 
lucky. 

In summary, we have found support for our hypothesis that our 
implementation of Arnold’s measures are indicative of subject matter 
comprehension. Although the measures require tweaking for improve-
ment, the result has been a successful validation of the proposed system. 
Participants were also able to successfully operate our systems for the 
purposes of the experiment providing validation of the implementation. 

The hypercube assessment questionnaire should be moved from 
paper-based to VR-based presentation and more hypercubes should be 
presented of both correct and incorrect states. Similarly, the ghostcube 
matching task should change to add more hypercubes of varying diffi-
culties. Most importantly, more time should be given to participants for 
the whole study, in particular for the experience phase. Having partic-
ipant’s report on their own perceptions of their understandings is a 
valuable tool. Our self-assessment knowledge questionnaire did not 
provide enough data, so we believe an open ended interview form would 
be more beneficial for allowing participants to express themselves. 

Besides the limitations in the self-assessment knowledge question-
naire, we want to point out here that both groups were sampled from the 
same student cohort and we did not directly compare both groups but 
only compared the performance in the assessments over time within 
each group. Furthermore, we did not see any ceiling or flooring effects in 
each group that could potentially hide certain effects (e.g. because one 
group has too much prior knowledge). Thus, we are confident that the 
effects are actual effects. 

In the following study, we propose an approach and study design 
based on a philosophical thought experiment known as the knowledge 
argument (Jackson, 1982) for which we utilize our previous 

implementation, revised measurements, and lessons learned from our 
first study. 

5. Expertise and Interaction: Study 2 

The knowledge argument, often referred to as the Mary’s room 
thought experiment, explores the idea that certain knowledge exists 
such that it is only attainable through conscious experience (Jackson, 
1982). A scenario is proposed in which a woman named Mary lives in a 
black and white room with only black and white belongings for her 
entire life without ever seeing any colour. During her time in this black 
and white world she learns everything there is to know about colour. 
Mary studies all of the biological, chemical, and physical theory. Once 
she has learned all there is to know about colour, suddenly a colourful 
red apple appears in her black and white world and she experiences 
colour for the first time in her life. The question is, does Mary learn 
anything new about colour having had this experience? 

We decided to integrate the knowledge argument into our work to 
help us investigate the value of the VR experience. We used the same 
scenario as is described in Mary’s room, but had to adapt several vari-
ables. We proposed to take a participant that possesses mathematical 
expertise such that they theoretically understood all there is to know 
about 4D space and the essence of a Hypercube. This participant would 
be the equivalent of Mary once she had learned of all the aspects of 
colour. Then, just as Mary was exposed to a red apple, we would allow 
our experts to experience 4D space through our system and concurrently 
observe it. We could then ask the same question - did our mathematical 
expert attain any new understanding of 4D space through their 
experience? 

5.1. Study Design 

Our version of Mary’s Room only required one stream of expert 
participants. However, we were also interested in investigating inter-
action in more depth, so we decided to provide the experience not only 
to expert participants, but to layperson participants as well. The final 
study design was a single factor between-participant design with two 
conditions where the independent variable was participant expertise. 
The conditions were: 1) theoretical subject experts, and 2) no theoretical 
subject knowledge. The process for each condition was identical; we 
assessed participants before giving them an experience of 4D space, and 
then reassessed. 

By using this experimental design, we could address our two research 
questions outlined in section 3. From our questions, we draw the 
following hypotheses: (H1) Subject experts will perform more effec-
tively on assessments post-exposure, (H2) Subject experts will perform 
more effectively than subject laypeople, and (H3) Subject experts will 
report having increased comprehension of the hypercube. 

Given that our conditions were based on subject knowledge, we 
needed to recruit from a specific population. Our subject experts were 
recruited primarily from mathematics and physics departments and here 
primarily from staff or students working towards a higher degree. We 
recruited laypeople randomly from various non-mathematical disci-
plines. Our inclusion criterion was the same as in the first study —age 
(between 18 and 65). 

5.2. Implementation Changes 

For this study, we only used the fully immersive hypercube system 
from the first study. We did not need the stereo system as we did not 
require the additional condition due to our focus particularly on inter-
action and experience in fully immersive VR learning environments. We 
modified our system in several ways based on our lessons learned and 
the improvements made to Arnold’s measures. 

Training Scene. To ensure our participants understood their capa-
bilities we had created a ”VR training scene” where participants were 
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presented with a regular 3D cube and were asked to point at each side of 
the cube with a controller (see Fig. 5A). This served two purposes. 
Firstly, it prompted participants to look at objects from different angles 
hence demonstrating they were able to move around. Secondly, it 
familiarized them with the interface they would use in later parts of the 
study. 

Hypercube Assessment. In the first study we identified the need to 
shift the hypercube assessment from paper-based to VR-based. Conse-
quently, for this study we created a VR-based assessment that generated 
50 hypercube forms, half are possible/correct hypercube forms, the 
other half are obscured, impossible/incorrect hypercube forms. We 
randomly selected the hypercubes and presented the selected hypercube 
one at a time to the user who had to indicate the validity of the hyper-
cube by pointing at either a green ’yes’ or a red ’no’ button (see Fig. 5B). 

Ghostcube Task. We adapted this task from the previous study. We 
presented participants with a fixed list of eight hypercubes of varying 
difficulties. Once a user completed one matching task, the next one was 
presented (see Fig. 5C). Participant’s had a maximum time limit of eight 
minutes and their completion times were recorded in seconds. 

5.3. Measures 

We implemented various measures for this experiment which we 
detail below. 

Entry Test. We introduced a test which participants take upon entry 
which evaluated two primary abilities: 1) their spatial reasoning and 
mental rotation abilities, and 2) their logical reasoning abilities. The 
purpose of the test was to support our categorization of participants as 
experts. The entry test was developed using questions from several 
sources. We took eight questions of varying degrees of difficulty from the 
New Zealand Mensa online IQ test (mensa.org.nz), and six spatial 
rotation questions from fibonicci.com to assess participant’s capability 
at mental rotations and geometric operations. 

Demographics Questionnaire. Data collected included age, gender, 
ethnicity, vision, and prior VR experience. 

Semi-structured Interview. Recordings were made of a brief dis-
cussion at the beginning and at the end of the study. The purpose was to 
gauge participants’ self-perception of their knowledge of 4D space and 
of the hypercube. The interviews were semi-structured, with the two 
primary questions being asked at the beginning: 1) Do you know what 
4D space is? And 2) Do you know what a Hypercube is? And the two 
primary questions asked at the conclusion of the study: 1) Do you feel 
that your understanding of 4D space or the Hypercube construct has 
increased? And 2) Do you feel that you attained any measure of grasping 
4D space or the Hypercube? Participants were encouraged to express 
their ideas. Interviews were all recorded and later transcribed to ensure 
anonymity. 

Hypercube Assessment and Ghostcube Task. The assessment and 
ghostcube task were conducted in the system as described above. The 

system stored participants’ answers to the Hypercube assessments and 
completion times from the ghostcube matching tasks. 

Simulator Sickness Questionnaire (SSQ). Finally, due to long 
exposure times in our VR system, we used a SSQ to collect data regarding 
user’s potential simulator sickness symptoms. 

5.4. Procedure 

Upon arrival participants were greeted, introduced to the study, and 
given a consent form which they signed. They were then presented with 
the demographics questionnaire followed by the first interview. Partic-
ipants were introduced to the VR training scene and asked to complete 
the training task (subsection 5.2). Participants then entered the first 
hypercube assessment followed by their first ghostcube matching task. 
Once participants either finished all eight cubes or ran out of time, they 
entered the experience phase where they were asked to be seated and 
then had an interactive experience with a single hypercube for a time of 
10 minutes (Fig. 5D). They were told there was no specific goal other 
than to experience the hypercube. We seated participants to mitigate for 
any fatigue they may experience though they were allowed to move 
around on the chair within the tracked space to view the scene from 
different perspectives. After they have completed the experience phase, 
they stood once again to complete the hypercube assessment followed 
by the identical ghostcube matching task (eight minute time limit). 
Upon completion of the second ghostcube matching phase, participants 
were asked to complete the SSQ followed by a final interview asking the 
follow-up questions described above. Participants were compensated for 
their time and released. 

5.5. Results 

In total we had 70 participants complete the study (40 males, 30 
females) with a mean age of 24.1. We were only able to recruit 22 expert 
participants resulting in an unbalanced sample of 22 experts and 48 
laypeople. 

Entry Test. Test scores were out of a total of 15. The expert group 
yielded a higher mean score on the entry test (M=8.0, S.D=1.67) than 
the layperson group (M=7.21, S.D=2.42) but a t-test found no signifi-
cance (p > 0.05). 

Hypercube Assessments. We applied the same analysis of positive 
and negative prediction power as in the first study (analysis of the paper- 
based assessment). Shapiro-Wilk tests revealed the PPP results to have a 
parametric distribution, while the NPP results had a non-parametric 
distribution. PPP/NPP values achieved for all participants increased 
between the first (M=0.58/0.63, S.D=0.11/0.12) and the second 
(M=0.67/0.81, S.D=0.12/0.17) hypercube assessments. Fig. 6 shows a 
graph of the overall PPP/NPP means for the first and second Hypercube 
assessment. Significance was found for both PPP (t-test, p < 0.01) and 
NPP (first assessment median = 0.61, second assessment median = 0.87, 

Fig. 5. Study Two - Procedure This figure demonstrates the procedure for the second study. The images (from left to right) depict the training scene, the revised hypercube 
assessment, the ghostcube task, and the experience task. The procedure order is shown above the images. 
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p < 0.01 (Wilcoxon)). Significance testing between expert and layperson 
groups revealed no significance for either PPP (layperson mean/s.d =
0.57/0.11, expert mean/s.d = 0.61/0.11, p > 0.05 (t-test)) or NPP 
(layperson median = 0.57, expert median = 0.61, p > 0.05 (Man- 
Whitney U)). Significance tests for the second assessment revealed the 
expert group scored higher than the laypersons group on both PPP 
(layperson mean/s.d = 0.64/0.12, expert mean/s.d = 0.74/0.07, p <
0.01 (t-test)) and NPP (first assessment median = 0.61, second assess-
ment median = 0.87, p < 0.01 (Wilcoxon)) scores. 

Ghostcube Task. Results were analyzed in two ways: 1) number of 
cubes solved and 2) time taken for each cube solution. There were a total 
of 8 cubes to be solved during the ghostcube matching task. All data 
pertinent to the number of cubes solved was non-parametric so either 
Wilcoxon or Mann-Whitney U tests were used for significance testing. 
For all participants, there were no significant differences found (p >
0.05) for the number of hypercubes solved between the first (median no. 
cubes = 3.0) and second (median no. cubes = 3.0) task instances. 

Significance tests between expertise groups for the first ghostcube 
task did not reveal significant differences (p > 0.05) in the number of 
cubes solved (expert group: M=3.05, S.D=0.57; layperson group: 
M=2.85, S.D=1.17). Significant differences were found (p < 0.05) for 
the second ghostcube task between the expert group (M=3.82, S.D=1.5) 
and the layperson group (M=2.94, S.D=1.02). When testing within 
groups from the first to second task instance, significance was found only 
for the expert group (p < 0.05). 

Completion time data is shown in Fig. 7. We only considered the first 
three target hypercubes (1, 2, 3) in the matching task due to the low 

number of participants that solved any further cubes. Median comple-
tion times dropped significantly between the first (19.45, 34.65, and 
96.45) and second (19.00, 24.95, and 48.30) ghostcube tasks for the 
second and third target cubes (p < 0.01, Wilcoxon), but not for the first 
cube where the mean rose slightly (first GC mean = 37.37, second GC 
mean = 44.44, p > 0.05, Wilcoxon). 

The expert group’s median completion times reduced for all three 
cubes between the first (19.95, 24.15, and 76.50) to the second (15.95, 
9.05, and 40.95) ghostcube tasks where Wilcoxon tests revealed signif-
icant reductions for the 2nd and 3rd cubes (p < 0.05) but not for the 1st 
(p > 0.05). The same test revealed a similar trend for the layperson 
group with means mostly dropping from the first (18.50, 41.95, and 
99.20) to the second (19.30, 27.80, and 52.20) task, with significant 
reductions found only for the 3rd hypercube (p < 0.01) but not for the 
1st or 2nd (p > 0.05). 

Simulator Sickness Questionnaire. Participants reported negli-
gible SSQ scores with the mean reported score being 0.29 (on a scale of 
0-3). The highest ratings were placed on ”eye strain” and ”fullness of the 
head”, with scores of 0.70 and 0.64 respectively. 

5.6. Discussion of Results 

Our first hypothesis (H1) was that expert participants would perform 
more effectively between the first and second assessments (after having 
had the experience) despite their theoretical expertise. This hypothesis 
is supported in our findings for both the hypercube assessment (visual), 
and the ghostcube task (interactive). The layperson participant group 

Fig. 6. Study Two - Hypercube Assessment Results Hypercube Assessment results between expert and layperson groups for the first and second assessments broken down into 
Position (blue) and Negative (orange) Prediction Power (PPP/NPP). Both groups made significant improvements (especially for NPP). The expert group’s gain was also 
significantly higher than the layperson group. 

Fig. 7. Study Two - Ghostcube Results Ghostcube task completion times for the first three target ghostcubes. The difficulty of the cubes is reflected in the completion times. 
Similarly to the hypercube assessment, both groups mostly improved, namely for the 2nd and 3rd cubes, but the expert group have the most significant completion 
time reductions. 
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also improved significantly which is an expected outcome, but when 
testing the second assessment differences between expert and layperson 
groups, the expert groups performance was significantly better. This is 
the case for the hypercube assessment, and the number of cubes solved 
between the first and the second ghostcube assessments. This also con-
tributes to our second hypothesis (H2) that experts would perform more 
effectively than layperson participants. Support for H1 and H2 is also 
found in the analysis of the ghostcube completion times. 

The overall mean time taken to solve the first target ghostcube 
actually rose from 37.37 to 44.44 seconds. This was also the easiest of 
the target cubes to solve and the rise is likely due to the starting position 
of (nervous) participants being very close to the solution. This time 
actually dropped slightly for the expert group from 27.78 to 26.17 
seconds, and for the layperson group, rose from 41.95 to 52.99 seconds 
which is the reason for the overall rise again supporting H2. 

Our 3rd hypothesis (H3) is that experts would report on achieving an 
improved comprehension from having had the experience. The general 
consensus among the expert participants was similar to that of 
laypeople. They reported the experience as useful and while they often 
reported on gaining something, it was intangible or, for them, inde-
scribable. This could be hinting towards Arnold’s ”deep non-verbal 
comprehension” but given the lack of complete competency in the 
tasks, it is unlikely this was comprehensively achieved. Experts made 
statements such as ”... I think being able to see it and manipulate it 
yourself really helps...”. There were reports of still using trial and error 
instead of knowing what to do: ”... I had no idea how to do it so I just had 
to try several axes slowly and see which one did it and which did not...”. 
Hypothesis H3 can not be supported through statistical methods, and by 
iterating the interview transcriptions and highlighting answers to 
pertinent questions, we can not say that we found evidence of complete 
certainty from any participant with regards to their comprehension of 
the subject matter. This is expected given the limited time of exposure. 

Overall, there are a couple of observations. Firstly, it was a bit sur-
prising to see that despite having theoretical knowledge in the subject 
matter, the experts did not score significantly better in the entry tests 
when compared to laypeople. We argue that this is another indicator for 
the concept of ”begreifen” or the deep non-verbal comprehension which 
is different from general knowledge that the experts had before. Or to 
use the Mary’s room analogy, knowing everything about colour does not 
fully replace actually seeing colour and experts can still learn something 
despite existing conceptual knowledge. Furthermore, both groups 
significantly benefit from the experience and thus the experience can 
add in general to a better understanding of the subject matter. However, 
people with existing knowledge (experts) benefit more from the exper-
tise when compared to laypeople. This has a couple of potential conse-
quences. Firstly, it demonstrates that VR systems like ours would benefit 
everyone but in particular its benefiting users when complementing 
other forms of learning, thus when people had already acquired con-
ceptual knowledge before the experience. 

There are also a few limitations of our current approach. Firstly, our 
groups of experts and laypeople were assigned based on background (e. 
g. working or studying towards a higher degree in mathematics or 
physics versus recruitment from a cohort with no mathematical back-
ground). Despite an informal interview to check for understanding of the 
subject matter, the experts had of course a different level of under-
standing and it is not necessarily encompassing all knowledge as in the 
original Mary’s room experiment. Another aspect to highlight again is 
the fact that the groups were not balanced, thus we had more laypeople 
than experts because the latter were harder to find. 

Finally, we would like to point out that we have used an inside-VR 
approach to questionnaire use. As Schwind et al. (2019) pointed out, 
completing questionnaires in VR can increase the consistency of the 
variance while producing the same presence scores. It also mitigates the 
dependency on retrospective judgement of feelings and perceptions. 

6. Conclusion 

Constructivist learning can benefit from Virtual Reality learning and 
Virtual Reality Learning can benefit from constructivist learning. Within 
our scope of design, implementation, and study, namely geometric- 
mathematical comprehension (or ”begreifen” to stick with the term 
from the original study), we could show this reciprocal relationship 
identifying the complexities of constructivist learning with and in VR. 
For instance, the challenges associated with assessing comprehension 
became evident in Study 1 by presenting participants with 2D images of 
complex 4D geometries however the use of VR for learning and assess-
ment as such is working. Study 2 could show that ”Mary” would gain a 
learning experience from seeing the red apple —the immersive, inter-
active experience of a projected 4D cube improves the deep non-verbal 
comprehension (”begreifen”). In addition, we could show that not only 
experts but non-experts benefit from such an experience, and that ex-
perts benefit more than non-experts. Such a finding has implications for 
(a) the design of interactive VR learning environments and consequently 
the HCI and VR research communities and (b) for computer supported 
learning and learning in general. It raises the question of how much 
expertise is needed and sufficient for effective interaction with the 
subject matter but it answers the question whether both, expertise and 
interaction, are needed. They are. 

In that sense, Arnold and Von Foerster triggered the right questions 
about ”seeing and doing”, even if they couldn’t really tackle them 
appropriately because of the lack of technological advancement. 
Nowadays, we are in a position to actually put constructivist learning 
practices into an immersive VR experience and with this potentially 
open up a wide field of research and practice on future forms of learning. 

There is certainly little disagreement amongst educationalists and 
teachers, especially the major group of people who are following ap-
proaches inspired by constructivist learning, that experience and con-
ceptual knowledge are paramount for developing understanding. 
However, our research goes beyond that in three ways: (1) Mere and 
pure understanding can be extended towards deep non-verbal compre-
hension (”begreifen”) by way of immersive VR interaction. (2) Not only 
non-experts in a certain domain can benefit from immersive VR, but also 
experts. (3) Experts can benefit even more from immersive VR than non- 
experts. While we could only show this for the very specialised example 
of understanding and ”begreifen” of hypercubes, we would assume that 
our findings can be extended to other, theory-grounded, abstract 
matters. 

Also, we cannot claim that any arbitrary form of interaction with an 
immersive virtual environment would lead to understanding and 
”begreifen”. However, if the mode of interaction, here the interplay of 
the two manual 3D rotations with the specific feedback of the 4D pro-
jection, is designed in a meaningful way, novel learning experiences can 
be delivered. 

What we can possibly claim is that our domain experts connected 
their theoretical knowledge with a novel experience to develop a new 
understanding, or as we would argue, a deeper non-verbal comprehen-
sion of a subject matter they already had a good understanding of. If we 
project this finding onto other areas of expert education then we might 
conclude that the ”knowledge of the book” can always be amended by 
the ”experience of the hand”, figuratively speaking. 

There is much room for future work in this space to focus on inter-
esting and important questions around: what efficacy actually means 
and how it can be measured, the different and novel ways we might 
learn with VR in the future, the individual’s approach towards abstract 
problem solving, or the range and areas of learning applications VR 
might be suitable for. How much and what forms of understanding and 
experience are needed for Mary to deeply comprehend a multi-coloured, 
multi-dimensional apple? 
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